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University Courses Meet Software Engineering Standards 

L. Andres, V. Jovanovic, B. Sherlund 

University of Detroit Mercy 

Abstract 

This paper presents a first draft of a model for the transfer of best practices as represented by 
software engineering standards into university courses. Discussion of mechanisms for their use in 
the educational process (and the selection of standards actually used at the University of Detroit 
Mercy graduate program in Software Management) are presented as an example of the 
possibilities for the implementation of a model. Current work on assessing the use of software 
standards in education and preparation for the survey of software related programs as it related to 
the issues raised by the paper are also illustrated. 

Introduction 

Our work on the uses of software engineering standards as a mean to assure technology transfer 
from best industry practices as captured by software engineering and closely related standards 
into university programs is guided by the following premises: 

1. Standards capture a common body of knowledge in Software Engineering as the state of the 
best industrial practice. 

2. Software standards reached the state of being integrated into a systematic set, with consistent 
terminology and with a reasonably complete coverage of the software work. 

3. Students working on projects (in teams) use standards to learn about the relevant aspects of 
software work relating previous experiences and the lectures. 

4.   Students use standards directly for defining work products, plans etc. in order to produce a 
software products deliverables (and interim products) working on the projects. 

Model 

Our model aim is to relate expected depth of knowledge with key ideas, references, and during 
the delivery, and in the actual transfer, use of (standardized) examples loaded with didactics. 



In a curriculum oriented toward software development (Software Engineering, Computer 
Information Systems or similar) core competency is systematic software design, this carries both 
process and product focus. Courses should offer a balance of design principles, their applications 
and actual experiences with products (existing, reusable artifacts and to be made artifacts as well). 
They should also expose learners to contemporary methods and tools, and common industry 
practices as captured by standards as much as possible. Difficulties in designing standard courses 
are compounded by a range of didactical considerations and available educational technologies. 
The teaching model proposed here was influenced by the need for rigor and elegance, the 
knowledge competency levels to be attained and didactical and technological constraints. The 
intent is to draw other educators into the debate, thereby reviewing the multi-faceted aspects 
influencing design of software engineering courses. The model proposed in this paper is based 
on over 40 years of combined experience (of the authors following various didactical approaches) 
in teaching software engineering related courses. A number of delivery modes have been used in 
these courses, and coverage of software design and implementation had varied in definition and 
scope. In order to relate a course structure and content to the attainment of a predetermined depth 
of understanding of design, we adapted the cognitive knowledge levels of Bloom's Taxonomy 
(from six) to five levels of understanding. The knowledge level notion serves as a powerful 
metaphor to convey the intent of a course, and includes generic design competencies. Our choice 
of five levels has an analogy with capability maturity model (CMM) (1,3) and personal 
competency model (2). Whereas CMM levels provide a frame of reference for organizations and 
the personal software process or PSP (1) systematically disciplines individuals, the focus of our 
model is technical competence in software design. 

Knowledge Levels 

Understanding the work involved when designing a software system by applying the object- 
oriented paradigm involves a grasp of certain key concepts as well as engineering principles 
This includes the software engineering terminology, modeling notations and an understanding of 
the underlying paradigms in terms of modeling concepts, primitives and relationships among 
them. This understanding allows one to analyze the techniques and methods, and apply them 
within the phases of selected software development life cycle (SDLC). The methods are 
supported by computer-aided environments, offering tools for performing technical tasks and for 
managing the project. A study of design patterns (topologies) and guidelines on how to apply 
these to new situations would complement the arsenal of knowledge in the form of concrete 
competencies. A number of standards representing a common body of knowledge has emerged 
Understanding the UML standard (4,5) in particular, and building experience in applying ft in 
controlled class room situations goes a long way toward preparing the budding professional. 



The proposed knowledge levels are summarized as: 

• Level-1: Software engineering terminology 
• Level-2: Understanding modeling paradigms, notations, and relationships 
• Level-3: Ability to analyze and model problems and solutions using appropriate methods 
• Level-4: Build a record of quantitatively verified designs and implementations 
• Level-5: Optimize software (design) technology through innovative skills. 

Illustrative Implementation 

An actual situation, at the University of Detroit Mercy graduate program in Software 
Management can be used as a fair illustration of our proposed model. As our primary interest and 
the focus of this paper is transfer of best practices (standards) into university courses, attention is 
to be shifted to the level of the entire curricula. For all the practical purposes a model set of 
standards encompassing software work is the IEEE set of Software Engineering Standards, an 
alternative could be a ESA set but that one can also be traced clearly to the same source. To say 
that the model is derived only from the experiences gained in incorporating, practices and 
corresponding standards (in defining and refining aforementioned program) will be an 
exaggeration but the fact is that a driving force in improving, standardizing the curricula was the 
effort to align the teaching with state of the better practices i.e. standards.. The table (below) 
provides full coverage of our program and illustrates the use of all the major standards. 

Table-1 : Sample of courses with a list of used standards 
Courses Standards and Guidelines                                ** 

598 International Software Standards ISO 15504, Trillium, ISO 9001 
535 Software Metrics IEEE 1061, ISO 9126, IEEE 982.1/2, IEEE 1045, 
555 Databases IDEF1X, SQL-92, ODMG-93 

530 Software QA and Testing ISO 9000-3, IEEE 829, IEEE 1008, IEEE 1044, IEEE 
1044.1, TickIT, IEEE 1298, IEEE 1042, 

540 Software Management ISO 12207, DOD 2167A, MIL 498, IEEE 1074, CMM, 
IEEE 1012, IEEE 1228, IEEE 828, IEEE 1042, NASA. 

556 Systems Analysis and Design UML, IDEF0, IDEF1X 
554 Software Maintenance IEEE 1219, 
520 Software Requirements Specification IEEE 830, IDEF0, UML, 
525 Software Design and Construction UML, IEEE 1016, IEEE 1016.1, 
510 Object Oriented Programming UML, ANSI C++ STL, 
505 Software Project Management PMI BOK, IEEE 1058, BSI PM Guideline, PRINCE, 

IEEE 1062, 



All the courses inherit the generic structure as follows: 
• Model Course preamble (Purpose of course, Goal in terms of knowledge level attainment, 

Objectives in terms of expected outcomes, and Course focus) 
• Model Syllabus, listing five educational units: 1. Prerequisite, 2. Basic, 3. Core, 4. Advanced 

and 5. Integration. 
These units do not have to be offered in sequence, since the student's academic background and 
level of experience would be a determinant. The knowledge and skills attained would be 
assessed continually during the offering of Units 2, 3 and 4, whereas pre-assessment will be done 
at the start of Unit I and post-assessment after completing Unit 5. 
• Model Unit-content, where each unit should address the following: (Purpose, Key references, 

Key concepts, issues and ideas, and Examples). 
• Course didactics specify the role and responsibilities of the educator during the course, the 

role and responsibilities of students, purpose and nature of the individual assignments and 
team assignments; it also explains the role of the reference resources, the hardware and 
software systems and design tools available for the course. 

• Delivery mode- specifies the teaching and learning modes of educators and students, the role 
of educational technology in the acquisition of knowledge and skills. 

Survey 

The purpose of this survey, sponsored by the IEEE Computer Society, is to collect the data about 
the use of Software Engineering Standards in regular University Courses, in order to provide 
.support for the use of professional Software Engineering Standards in software education. 

This survey focus is on the granularity (i.e., course level, as the key "experimental unit"), at 
which the use of software related standards will be investigated. A collection of courses makes a 
program curricula. A program curricular needs in standards can be systematized (addressed) and 
used as a consideration for accreditation and as (part of a minimal education) prerequisite for 
professional recognition of software engineers. 

The primary goals of the survey being conducted is to collect empirical data about the use of 
software related standards in the formal education system. Another primary goal is to raise 
awareness of the possibilities by listing available standards per course(prompting). 

The secondary goals are: 1. To solicit opinions about the use of software related standards in 
promoting the software engineering profession; 2. To investigate recognition of programs and 
software engineers as related to the use of the Software Engineering Standards; 3. To collect the 
data on textbooks now in wide use for software engineering courses. 



This survey will be distributed to Colleges and Universities offering Software Engineering, 
Computer Science, Computer Information Systems, System Engineering, Computer Engineering 
and other related programs. Any program offering software related courses qualifies if it might 
benefit from the use of Software Engineering Standards. 

The deliverables of this survey include the questionnaire and an invitation letter. The 
questionnaire will be sent out as an electronic mailing. The data will be collected by a IEEE 
Computer Society Web Page and linked to a repository at the University of Detroit Mercy, where 
the data will be available for analysis. The data will be collected in a database and the statistics 
will be shared with respondents. The database used will be Microsoft Access and Microsoft 
Excel spreadsheets will show the statistics. 

Conclusions 

The education sector prepares students for work related to software development. This 
encompasses university programs having courses related to software engineering. Introducing 
software engineering standards into course university curricula serves two purposes: (1) 
Harmonizing the body of knowledge; (2) Preparing both educational programs and professionals 
for certification. Our thesis is that professional standards codify the common body of knowledge 
(best practices). Teachers of software engineering and related university programs that prepare 
software professionals should become aware of software standards and guidelines. With their use 
in education, a new direction will be taken toward better quality and safer software. Exposing 
students to standards in their formative years will go a long way toward establishing a software 
engineering discipline and a true profession. 
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Abstract 

This paper presents a validation of VHDL behavioral 
descriptions at the early phase of the design of a digital 
system. The validation is based on a software 
engineering approach. After a brief introduction 
dealing with software testing and complexity, we will 
present in the first part the software testing concepts 
and complexity measures. In the second part we will 
present how these previous concepts are used in the 
case of VHDL descriptions. 

1. INTRODUCTION 

This presentation deals with validation of VHDL [1] 
descriptions at the early phase of a digital system. Our 
approach consists in generating test data from a given 
VHDL behavioral description. The validation is 
achieved by comparing the results obtained using the 
simulation of the VHDL description within the test 
data and the results which should have been obtained 
from the specification of the system to be designed. 
The key point of such an approach is the generation of 
test data. In this paper we propose an original approach 
based on Software Testing concepts [2]. We choose 
such an approach because a VHDL description is a 
software program describing the behavior of a digital 
system. 
The goal is to randomly generate test data. However 
generating random test data causes two basic problem: 
(i) it is necessary to define the number of test data to 
consider (this number is called the length of the test 
data in the following); (ii) it is necessary to define 
criteria which express the "quality" requirements that 
the test data have to fulfill. 
To solve these problems we are concerned with testing 
techniques developed in the field of Software 
Engineering [3]. This interest is motivated by the fact 
that behavioral hardware languages such as VHDL and 
conventional languages such as C or ADA are 
supported by common concepts. 
Having selected criteria from the field of Software 
Testing allowing the two aforementioned problems to 
be solved, we are in the phase of studying how such 

criteria could be measured  and  applied  to VHDL 
behavioral descriptions. 
In order to find criteria which could estimate the length 
of test data and express the quality of test data, we have 
been concerned with two kinds of techniques: (i) the 
computation of cyclomatic complexity metric (McCabe 
metrics [4]) and (ii) the application of coverage-based 
metrics [3]. 
The   McCabe   metric   is   based   on   a   graphical 
representation of the control part of the software being 
tested. McCabe defined a cyclomatic  number of a 
graph associated with the control part of software. This 
number represents the number of linearly independent 
paths of the graph. He proved that the cyclomatic 
number represents the minimum number of test data to 
be  generated  in  order to  test the  control  part of 
software. 
In   order   to   evaluate   the   quality   of   test   data, 
conventional software testing criteria are used. These 
criteria correspond to coverage based metrics [5]. 
The first part of the paper will deal with Software 
Testing   concepts.   We   will   present   in   detail   the 
cyclomatic complexity concept and the coverage based 
criteria. This part will be illustrated by pedagogical 
examples. 
In the second part we will present how these previous 
concepts are used in the case of VHDL descriptions. 
The last part is dedicated to a brief overview of future 
work we envision to perform. 

2. SOFTWARE TESTING 

Software testing is the process of executing software 
and comparing the observed behavior to the desired 
behavior. The major goal of the software testing is to 
discover errors in the software [6], with a secondary 
goal of giving confidence in the software when testing 
results are good. The quality of the testing method is 
then evaluated. 
Complexity measure identifies software that is error- 
prone, hard to understand, hard to modify and hard to 
test. It so identifies operational steps to help control 
software, for example splitting complex modules into 
several simpler ones, or indicating the amount of 
testing. 



There is a strong connection between complexity and 
testing. As a matter of fact, numerous studies and 
general industry experience have shown that the 
cyclomatic complexity measure correlates with errors. 

2.1.        CYCLOMATIC COMPLEXITY 

Control flow graphs describe the structure of software 
modules. The definition of a module is language 
dependent. In general, it is a unit of code with a single 
entry point and a single exit point. Each flow graph 
consists of nodes and edges. The nodes represent 
computational statements or expressions; they may 
represent more than one line of code. Edges represent 
transfer of control between nodes. 
Cyclomatic complexity [4] measures the amount of 
decision in a single software module. It is also known 
as v(G), where v refers to the cyclomatic number in 
graph theory and G indicates that the complexity is a 
function of the graph. 
Method of calculation: 
Given a module, whose flow graph has e edges and n 
nodes, its v(G) is: 

v(G) = e - n + 2 
Considering a set of several paths gives a matrix in 
which columns corresponds to edges and rows 
correspond to paths. From linear algebra, it is know 
that each matrix has a unique rank (number of linearly 
independent rows) that is less than or equal to the 
number of columns. This means that no matter how 
many number of possible paths are added to the matrix, 
the rank can never exceed the number of edges in the 
graph. In fact the maximum value of a rank is exactly 
v(G). A minimal set of vectors (paths) with maximum 
rank is known as a basis. A basis can also be described 
as a linearly independent set of vectors that generate all 
vectors in the space by linear combination. So a basis is 
the minimum number of paths that should be tested. 
Therefore v(G) is the number of paths in any 
independent set of paths that generate all possible paths 
by linear combination. Given any set of paths, it is 
possible to determine the rank by doing Gaussian 
Elimination on associated matrix. The rank is the 
number of non-zero rows once elimination is complete. 
If no rows are driven to zero during the elimination, the 
original paths are linearly independent. If the rank is 
equal to v(G), the original set of paths generates all 
paths by linear combination. If both conditions hold, 
the original set of paths is a basis for the flow graph. 

2.2        STRUCTURED TESTING 

Basis path testing or structured testing use v(G) to 
guide the testing process. Structured testing is more 
theoretically rigorous and more effective at detecting 
errors in practice than other common test coverage 
criteria such as statement coverage and branch 
coverage [7]. 
Structured testing as presented in this sub-section 
applies to individual software modules. It is simply 
stated: " Test a basis set of paths through the control 
flow graph of each module ". This means that any 

additional   path   can   be   expressed   as   a   linear 
combination of paths that have been tested. 
This criterion establishes a complexity number, v(G), 
of test paths that have two critical properties: 

•A test set of v(G) paths can be realised. 
•Testing   beyond   v(G)   independent   paths   is 
redundantly   exercising   linear   combinations   of 
basis paths. 

Therefore the minimum number of tests required to 
satisfy the structured testing is exactly v(G). 
Note that structured testing criterion measures the 
quality of testing, providing a way to determine 
whether testing is complete. It is not a procedure to 
identify test cases or generate test data inputs. The 
independent test paths can be identified by the baseline 
method described below. 
The baseline method is a technique for identifying a set 
of control paths to satisfy the structured testing 
criterion. 
The idea is to start with a baseline path (it is the first 
path selected by the tester), then vary exactly one 
decision outcome to generate each successive path until 
all decision outcomes have been varied. A basis is then 
generated. 
The selection of this baseline path is somewhat 
arbitrary. The key point is to pick a representative 
function rather an exceptional condition. 

3. OUR APPROACH FOR VHDL 
BEHAVIORAL MODEL 

In this section we describe in detail how the previous 
concepts are used for the validation of VHDL 
behavioral descriptions. The methodology we are 
developing is illustrated on an example of VHDL 
description. 

3.1.        THE REGISTER'S EXAMPLE 

In this sub-section VHDL behavioral model of the 
register is presented. The nodes corresponding with 
lines of code are noted from A to T in the register's 
model. It is shown in figure 1. 

Entity Register IS 
Port(DI.INvlbit_ld(lT0 8); 

STRB, DS1, NDS2 : IN vlbit; 
DO:OUTvlbit_ld(lT0 8)); 

END Register 

Architecture behavior of Register IS 
SIGNAL reg : vlbi_ld(l TO 8); 
SIGNAL enbld : vlbit; 

A,B,C,R,S BEGIN 

D strobe: PROCESS (STRB) 
Begin 

E,F If (STRB =1) Then reg <= DI; 
G End If; 
H End PROCESS strobe; 
/ enable : PROCESS (DS1 ,NDS2) 



Begin 
J enlbd <= DS1 AND NOT (NDS2); 
K END PROCESS enable; 

L output: PROCESS (reg,enbld) 
Begin 

M,N        If (enbld= 1) then DO<=reg 
0 Else DO<= 11111111; 
P end If 
Q END PROCESS output; 

T END Behavior 

Figure 1. Register's Model 

3.2. THE REGISTER'S FLOW GRAPH 

We present in this sub-section the control flow graph of 
the register's model with its edges numbered from 1 to 
24, and its nodes noted from A to T. For that example 
we have found a complexity equal to 6 (24 edges 
minus 20 plus 2). The control flow graph is shown in 
figure 2. 

23 

Figure 2. Control Flow Graph for the Register's Model 

3.3.        THE BASIS TEST PATHS 

Since complexity is equal to 6, a test set of 6 paths 
should be obtained. These paths are noted from PI to 
P6. A redundant test (it is equal to P2+P3+P5-2*P6) is 
also generated. It is the path corresponding to the 
initialisation phase (all the processes are active). It is 
noted Pinit. In figure 3, a signal is said active if the 
value of the signal during the previous VHDL 
simulation cycle is different from the actual one's. 

Test Path 1 : 1.2.3.4.5.6.8.9.22.23.24 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active '■ TRUE 
Node C :        STRB active        : TRUE 

DS 1 or NDS2 active : FALSE 
reg or enbld active : FALSE 

Node E : STRB = 1 : TRUE 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : FALSE 

Test Path 2: 1.2.3.4.7.8.9.22.23.24 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : TRUE 
NodeC:        STRB active       : TRUE 

DS 1 or NDS2 active : FALSE 
reg or enbld active : FALSE 

Node E : STRB = 1 : FALSE 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : FALSE 

Test Path 3 : 1.2.10.11.12.13.22.23.24 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : TRUE 
NodeC:        STRB active       : FALSE 

DS1 or NDS2 active : TRUE 
reg or enbld active : FALSE 

Node B : STRB or DS1 or NDS2 or reg or enbld is 
active ; FALSE 

Test Path 4: 1.2.14.15.16.17.20.21.22.23.24 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : TRUE 
Node C :        STRB active       : FALSE 

DS1 or NDS2 active : FALSE 
reg or enbld active : TRUE 

Node M : enbld = 1 : TRUE 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : FALSE 

Test Path 5:1.2.14.15.18.19.20.21.22.23.24 
Node B : STRB or DS 1 or NDS2 or reg or enbld is 

active : TRUE 
Node C :        STRB active       : FALSE 

DS1 or NDS2 active : FALSE 
reg or enbld active : TRUE 

Node M : enbld = 1 : FALSE 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : FALSE 

Test Path 6: 1.24 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active : FALSE 

Test Path Mt: 1.2.3.4.7.8.9.22.23.2.10.11.12.13.22.23 
.2.14.15.18.19.20.21.22.23.24 
Node B : STRB or DS1 or NDS2 or reg or enbld is 

active r. ■ TRUE 
Node C :        STRB active       -: TRUE 

DS 1 or NDS2 active : FALSE 
reg or enbld active : FALSE 
Node E : STRB = 1 : FALSE 

Node B : STRB or DS1 or NDS2 or reg or enbld is 
active : TRUE 
NodeC:        STRB active       : FALSE 



DS1 or NDS2 active : TRUE 
reg or enbld active : FALSE 

Node B : STRB or DS1 or NDS2 or reg or enbld is 
active : TRUE 
Node C :        STRB active        : FALSE 

DS1 or NDS2 active : FALSE 
reg or enbld active : TRUE 

Node M : enbld = 1 : FALSE 
Node B : STRB or DS1 or NDS2 or reg or enbld is 
active : FALSE 

Figure 3. Basis test of Paths for the Register's Model 

3.4. THE MATRIX OF EDGE INCIDENCE 

As seeing in section 2, a set of several paths can be 
described by a matrix, which shows the number of time 
each edges is executed along each path. The matrix is 
shown in figure 4. 

1 ? 34 Sfi 7 flfl 10.11.1Z13 14.15 16.17 18.19 20.21 2223 24 

P1 1 1 1 1 n 1 0 0 0 0 0 

P2 1 1 1 n 1 1 0 0 0 0 0 

P3 1 1 n n n n 1 0 0 0 0 

P4 1 1 n n n n 0 1 1 0 1 

P5 1 1 o 0 0 0 0 1 0 1 1 

P6 1 n 0 0 n n 0 0 0 0 0 0 

Rnft 1 3 1 0 1 1 1 1 0 1 1 3 

Figure 4. Matrix of Edge Incidence 

4. CONCLUSION 

We have presented in this paper how software testing 
concepts could be used for deriving test benches for 
VHDL descriptions. The approach is based on McCabe 
cyclomatic complexity and structured testing method. 
We have chosen to describe on a VHDL behavioral 
description how the concepts stemming from software 
testing could be applied for the validation of VHDL 
descriptions. 
We are in the phase of define the specification of a 
software allowing to automatically generate test data 
for VHDL descriptions from the previous concepts. 
Our future work will deal with the following points: 
• To study of software integration approach in order 

to deal with complex VHDL descriptions. 
• To  define  the   specification   of  a  test  benches 

generator using these software testing concepts. 
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Abstract 

In this paper we present and approach to the allocation of data paths that uses scheduling information and low 

level area information together with testability in order to synthesize good data paths. Particular emphasis is put 

in developing a method for testability estimation suited for the different uses it is given during data path 

allocation in an environment of HLS. 

Keywords: Synthesis for Testability, Synthesis for BIST, Data path allocation. 

Introduction 

Recent advances in VLSI technology are motivating changes in the traditional methods of design and test, that 

can no longer be undertaken separately. Testability, defined as the facility to generate and apply the test, is added 

as a new constraint to the synthesis process and design modifications are proposed to improve testability [1]. One 

popular Design for Testability methodology is Built-in Self-Test (BIST) design, which includes in the same chip 

the circuits that perform the test (test circuits) with the circuits that correspond to the design (functional 

circuits). 

To make a data path self-testable using the pseudo-random BIST methodology, it has to be reconfigurated during 

test mode into a set of acyclic logic blocks, each one with a pseudo-random test pattern generation register (TPG) 

at each of its inputs, and a signature analyzer register (SA) at each of its outputs [2]. BIST requires 

reconfiguration of some functional register as a TPG or SA. A third kind of register, called BILBO [3], can be 

configured alternatively as a TPG and an SA. But a register cannot be configured both as a TPG and an SA 

simultaneously, unless it is implemented as a concurrent BILBO (CBILBO) [5], which is very expensive in terms 

of area and delay penalties. Hence, a self-adjacent register, which serves both as input and as output of a logic 

block, poses a problem if it has to be implemented as a CBILBO. In the most general BIST scheme, a test path 

through which test data can go from the TPGs to the SA at the output of a logic block may pass through several 

functional units (FUs). If two test paths share the same hardware a conflict is created, forcing the need for 

multiple test sessions. 

As a result, synthesis for BIST tools generate data paths that in normal function mode execute the normal 

behavior, while in test mode they can be configured to perform the test of every module in a number of test 

sessions. High level synthesis (HLS) consists mainly of scheduling and allocation [6]. The scheduling of 

operations to control steps binds each operation of the behavioral description to a specific control step, 

determining the tradeoff between area and speed of the circuit. Allocation consists of generating a data path of 

minimum area starting from the scheduled description of the behavior. It involves allocation of operations to 

functional units (or modules), results to registers and data transfers to connections. For a given operation there 

are usually FUs of different types in the library (e.g. for the addition there are ripple-carry adders, carry look- 



ahead adders, ALUs performing addition and subtraction and so on), so module allocation consists of selection of 

the type of FU and of the instance. When both tasks are split, the later task is called binding, while the former is 

module allocation. 

The synthesis process involves navigation through the space of possible designs with the specified behavior (e.g. 

the design space), making appropriate tradeoffs, until the best solution satisfying the constraints is reached. All 

the data paths in the design space that can be tested and meet the area constraint are valid solutions. Selection of 

one of them is usually done by the user. 

The rest of the paper introduces the approach to data path allocation and the testability estimations needed for it. 

Finally some results and conclusions are presented. 

1. Global allocation scheme 

HLS tasks are interdependent, so the more the relationships between them are taken into account, the better the 

designs synthesized. Not only the allocation sub tasks are related but also the scheduling of operations to control 

steps is closely related to the type and number of FUs needed to implement the operations. To bear in mind this 

dependence, some systems perform scheduling together with module allocation. Thus, they determine 

simultaneously the control step and the type of module each operation will be assigned to. Then, they perform 

binding as the mapping of operation and variables to particular instances of the modules and registers. 

The main drawback of this approach is that module allocation is performed without regard to module binding, 

that determines the RTL structure of the data path and the interconnect area, that is, the area of multiplexers and 

wires. Measures of the area of real circuits have shown that interconnect area can take up substantial circuit area, 

so that performing allocation without regard to binding can lead to non minimum data paths. Thus, the smaller 

design is not always made up of the minimum set of modules and registers. Some extra modules and/or registers 

can be included if that decreases interconnect area. 

In our approach the relationships between module allocation and the other two sub problems (scheduling and 

binding) are both borne in mind. So, scheduling performs a tentative module allocation [7]. Then, the final 

module allocation and binding are performed starting with this initial module allocation. The features related to 

the implementation of all the different types of modules are stored in a library of available modules. It is used 

during scheduling to determine which module, that is, which type, is most suitable for each node. Further, for 

each node, a list of all the different implementations available for the operation of the node (e.g. all the types of 

adder if the operation is an addition) is provided by the scheduler to help during allocation. The types in the list 

are sorted according to their suitability to implement the node once the schedule and the cycle time have been 

fixed. When the node has to be allocated to a module this information is useful. 

To summarize, the inputs to the allocation algorithm are a scheduled CDFG and the tentative module allocation 

for each operation (that is, the order in which the types of module have to be tried, and the number of modules of 

each type for the first solution) that are provided by the scheduler. Information of the available types of modules 

and registers is provided as a library of modules. It also holds low level (layout) information, needed for the 

precise estimation of module and interconnect area. The library of modules used throughout the paper has been 

generated using CADENCE-ES2 1 urn technology. 



1.1. Allocation algorithm 

We use a branch and bound algorithm so that it searches the portion of the design space allowed by the bounding 

function and finds a number of solutions with different testability and area figures [8], [9], [10]. One of the 

solutions reached must be chosen as the final design. 

In order to obtain each solution we split the allocation problem into a set of sub problems, one for each atomic 

allocation of an operation or a result. Then we solve each one of them sequentially beginning from the first 

control step. Within a control step, operations scheduled to begin at the control step are chosen before variables 

generated in the control step. 

The algorithm for the atomic allocation starts from a partially allocated CDFG and a partial design (that is, the set 

of FUs, registers and connections that has been allocated up to the moment). An operation is allocated to an 

instance of an FU while a variable is allocated to an instance of a register. Data transfers are assigned to 

interconnections after each allocation. Interconnections are reused or added if necessary. 

There are usually several alternatives for the allocation of any operation or result. In the case of allocation of an 

operation the candidates are, on the one hand, the functional units in the partial design that are able to perform 

the operation of the node and that are idle in the control step considered. Moreover, another alternative is adding 

a new functional unit to the partial design. 

The testability and area added to the former partial design by selection of every candidate are estimated. The area 

increment of the candidates which are already in the partial design, if any, comes from the creation of 

connections and also from the growing in size of the multiplexers at the inputs of the candidate. Area increment 

caused by addition of a new element to the partial design is the sum of the size of the element and the creation of 

the connections to its inputs [9]. 

Then, testability and area estimations are compared to check values given by the bounding functions. Branches 

producing new partial designs with testability or area estimations not allowed are discarded to save exploration 

time. 

If the bounding function works correctly, we are sure that branch and bound algorithms find the optimal solution 

when the search time is not limited. The search time is determined by the order in which candidates are explored. 

If the best options are taken in the first places, the best design is reached in a small amount of exploration time. 

Some heuristics try to predict in advance which partial design is presumably going to lead to the best design to 

speed up design search. These heuristics are used to determine the order in which the candidates are tried, so that 

those producing maximum testability increment and minimum area increment are the first ones to be chosen. 

1.2. Search guiding heuristics 

The goal of the ordering heuristics is to sort out the candidates for allocation so that the ones leading to the 

testable design with minimum area are tried first. ...-      ■ 

As explained before, the algorithm for allocation takes into account the dependence between scheduling and 

module allocation. So the first module allocation tried is the one provided by the scheduler and only after data 

paths with non minimum module and area are explored.   The same reasoning stands for register allocation: 



allocation of minimum register area is tried before exploring the alternatives that lead to data paths with extra 

registers. 

As a result, the heuristics have to follow these module and register allocations as a first choice. After trying the 

existing alternatives the algorithm will explore the designs with non minimum number of modules and registers 

that correspond to tradeoffs between module-register area and interconnect area. Besides meeting this constraint, 

heuristics have to sort allocation alternatives in such a way that the first data paths obtained are the best ones. 

Thus the sorting of alternatives is performed in two steps. Application of the first criterion divides the candidates 

into groups according to the minimum module and register area criterion. In the case of register allocation 

there are only two groups, that is, the one of the alternatives that are part of the partial design and the one of the 

alternatives that involve adding a new instance to the partial design. On the contrary, application of the first 

criterion to FU allocation divides each one of the two groups (existing alternatives and new ones) in as many sub- 

groups as types of FUs can perform the operation of the node. These sub-groups are sorted according to the list 

of types for the node provided by the scheduler. As a result, the first alternatives tried are the ones in the partial 

design which correspond to the type of module most suitable for the node; the second ones tried are the 

alternatives in the partial design which correspond to the second most suitable type; and so on. When all the 

existing alternatives have been tried, the new ones will be. 

After the first sorting, candidates within a group (sub-group) are further classified according to the second 

criterion, which is composed of a set of optimization rules, namely, testability maximization rules and area 

minimization rule (since minimum module and register area are guaranteed by the first criterion the rule is 

concerned with interconnect area minimization). The sorting of the candidates for each atomic allocation depends 

on the set of rules and on the order in which the rules are applied, which is. decided for each atomic allocation as 

explained in [13]. In this paper we assume that testability rules are always applied before the area rule. 

Testability maximization rules sort candidates by their effect on the controllability and observability of the partial 

design, as explained next. 

2. Estimate of testability 

From the algorithm presented in the previous section it is clear that testability estimation is needed during 

allocation. As a result, testability estimation has to be done starting from the information available during 

allocation, namely the scheduled control-data flow graph and the partial design. Both are RTL descriptions but 

the former is behavioral while the later is structural. Thus we use an RTL level metric that was formerly used for 

behavioral test generation in [11][12]. This metric determines the controllability and observability, which range 

between 0 and 1, as explained in [13]. 

Controllability of an input of each element is defined as a function of the minimum distance from any input port 

to the input of the element. The distance is measured as the number of elements that have to be traversed. Since 

all the inputs of an element need to be controlled in order to control its output, the distance of the output of an 

element is one plus the maximum among the distance of its inputs. 

Observability of the output of an element is defined as a function of the minimum number of elements traversed 

from the output of the element to any output port. The distance of the inputs of any element is one plus the 

distance of the output. 



To be used during data path allocation this metric needs some transformation that are explained to the case of FU 

allocation. When a node has to be allocated to a FU, the elements that store the operands of the node have 

already been allocated but the elements that will store its results have not. Further, the predecessors of the node, 

which are scheduled in earlier control steps, have all been allocated and the paths from the input ports to the 

inputs of the FU can be searched in the partial design. On the contrary, the successors of the node, which are 

scheduled in future control steps, have not been allocated yet and so the paths from the output of the FU to the 

output ports have to be searched in the CDFG. So, controllability is defined in the partial design (structure) but 

observability is defined in the CDFG (behavior). 

Some modifications of the metric are required to make a fair comparison of the figures provided by both metrics. 

In the partial design metric multiplexers do not increment the distance any more since they have no 

corresponding CDFG element. This modification produces reasonable controllability figures because 

multiplexers do not decrement controllability in the same amount than FUs and registers do. In the CDFG metric 

operational nodes increment the distance in two, that is, they are worth double. The reason is that each 

operational node corresponds to a pair of data path elements: the FU that performs the operation and the register 

that stores the result. As a consequence the maximum distance used to normalize controllability and observability 

is also modified. To keep the explanation in this section simple, we assume that normalization is done dividing 

by 10. 

Testability:estimations are used in allocation for two different goals. On the one hand estimation of the testability 

of each data path synthesized is needed to compare it to the testability of other data paths. Then one of the 

designs synthesized is chosen according to the testability and area estimates. On the other hand estimation of the 

testability increment of each allocation alternative is needed to sort them and save design space search time. 

As a result, there are two testability estimations: the increment of each allocation alternative and the increment in 

the new partial design due to an atomic allocation. The later use of estimations computes the real testability value 

of a partial design reached after one of the allocation alternatives has been chosen for an atomic allocation. On 

the contrary the former use determines the quality of the allocation alternatives so that the ones that will produce 

the best designs can be selected in the first places. Further details of both estimations are explained next. 

2.1. Testability increment due to atomic allocation 

Every time an alternative is chosen for any atomic allocation a new partial design is produced and the testability . 

increment is computed as the sum of the increment produced for every element in the partial design. Thus it leads 

to an accurate measure of the testability of the partial design. 

A simple CDFG and the partial design obtained after allocation of nodes +1 and +2 are shown in figure 1. 

Computation of controllability and observability increment is done for the atomic allocation of node +3 to FU +2. 

This allocation involves adding to multiplexers and two wires (in dotted lines in the figure) to the partial design. 

Testability increments produce are shown in table 2. 

The controllability increment due to each atomic allocation is computed as the sum of the increments produced 

at the inputs of the element that is being allocated and also the controllability increment of the inputs of all the 

elements that are connected (either directly or through paths) to the output of the allocated element. In the figure 

the element that is being allocated is the FU +2. There is controllability increment at its inputs because register 



Rl is more controllable than the left input (Inl) and register R4 is more controllable than the right input (In2). 

Since both inputs are more controllable the output of the FU +2 increments its controllability. So the elements 

connected to it have to be explored to find out if there is any further controllability increment. Register R3, the 

only element connected to the output of FU +2, increments its controllability. So the elements connected to the 

output of R3 have to be searched. Only FU +2 is connected to the output of R3 and thus there are no further 

controllability increments. 

The observability increment due to each atomic allocation is the sum of the increment produced at the output of 

the element that is being allocated and also the increment of the outputs of all the elements that are connected 

(either directly or through paths) to the inputs of the former one. In the figure the observability increment is 

computed taking into account the observability of the CDFG elements in table 1. The notation used is the 

following: each operational node has two observability figures, the observability of the output variable (Vi), 

which corresponds to the one of the output of the register storing the variable, and the observability of the node 

(node-out), which corresponds to the one of the output of the FU. In the figure the element that is being allocated 

is the FU +2. There is observability increment at its output because node +3 is more observable than FU +2. Both 

inputs of FU +2 increment their observability and the elements connected to them, which are registers Rl, R3 and 

R4, are explored. Only the observability of R3 is increased. The elements connected to the input of R3 are 

explored but no further observability increment is obtained. .. 
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Figure 1: CDFG and partial design for allocation of node +3 to FU +2. 

VI V2 V3 V4 Out +l-out +2-out +3-out 

CDFG Observability 0.8 0.6 0 0.8 1 0.7 0 0.9 

Table 1: Observability for the CDFG in figure 1. 

Rl R2 R3 R4 +llnl,+lln2 +2Inl,+2In2 

co(In) before 1 1 0 0.8 0.9, 0.9 0,0 

co(In) after 0.6 0.9, 0.7 

ob(out) before 0.8 0.6 0 0.8 0.7 0 

ob(out) after 0.8 0.9 



Table 2: Controllability and observability increments in figure 1. 

2.2. Testability increment for each alternative 

Unlike the testability increment introduced in section 2.1, the testability increment for each allocation alternative 

is computed before selecting an alternative for allocation and producing a new partial design. The testability 

increment for each alternative is used by the heuristics to sort the alternatives so the ones leading to the best 

designs are the first chosen. Thus, the testability increment has a different goal than the former estimation: it has 

to reflect the effect that each candidate would have on the testability of the complete data path if it was selected. 

As long as it accomplish this task it is not important that the increment reflects the present effect that selection of 

the alternative has on the testability of the partial design. If the alternative is finally chosen, the increment in 

section 2.1 will be used to compute this present effect on the testability of the partial design. 

The second difference between the testability increment due to an atomic allocation and the increment for each 

allocation alternative is that, for the sake of simplicity, the second one only takes into account the increment on 

the elements that are directly involved in the atomic allocation, that is, the candidate for allocation and the 

elements that have to be connected to its inputs. 

Taking these considerations into account the controllability and observability increment of each allocation 

alternative is outlined next. It is also illustrated with an example in figure 2 (FU allocation). 

The controllability increment of each allocation alternative is computed as the sum of the increment at the 

inputs of the allocation alternative. There is one exception to this rule when it is applied to allocation of FUs. We 

do not count the testability increment that comes from connection of a register to an input of a candidate FU if 

the register belongs to the test paths of the other input or the output of the candidate FU. The reason is that 

connecting a register to both inputs or to an input and the output does not provide independent test paths for the 

FU. Thus, this kind of connections is not favored by the heuristics. As an example see the controllability 

increment forTn2 in table 3. 

When the element that is being connected to an input is not controllable at all no controllability increment can be 

obtained in the partial design by selection of any allocation alternative. However, in this case the different 

allocation alternatives can produce controllability increment in the CDFG if they.are controllable. If the variable 

that increments its controllability is used as input in future allocation steps this increment in the controllability of 

the variable will result in a more controllable data path. This is the case with the controllability increment for Inl 

in table 3. 

On the other hand, the observability increment of each allocation alternative is computed as the increment at the 

Output of the allocation alternative or at the output of the elements that are being connected to it. If the CDFG 

element is more observable than any allocation alternative, as in the example in table 3, the observability 

increment is the increment at the output of each alternative. If all allocation alternatives are more observable than 

the CDFG element the observability increment is the sum of the increment at the output of the elements that are 

being connected to the alternative. There is one exception to this rule when it is applied to allocation of registers. 

We do not count the testability increment that comes from connection of a candidate register to the output of a 

FU if the candidate register belongs to the test paths of any input of the FU. The reason is the same as for 

controllability increments. 
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Figure 2: CDFG and partial design for the allocation of node +4. 

Element improved Increment FU+1 FU+2 FU+3 

Controllability  incr. Variable V6 Controllability of 0.9 0 0.9 

ofInl:co(R4) = 0 candidate-Inl 

Controllability  incr. Input of candidate co(R2) - 0.9 0 0 (R2 in the test 

ofIn2:co(R2) = 0.9 co(candidate-In2) path oflnl) 

Observability    incr: Output of candidate ob(+4)- 0.2 0 0  . 

ob(+4) = 0.4 ob(candidate-out) 

Table 3: Testability increments of the alternatives for allocation of node +4 in figure 2. 

3. Results and conclusions 

The behavior of the well known HLS benchmark Differential Equation solver [14] is used to show how our 

algorithms work. The CDFG, the scheduling and tentative module-register allocation provided by the scheduler 

and the observability of the output of the operational nodes are included in figure 3. The controllability of all of 

them is very low due to the existence of many constants. 

The behavior has 3 input ports (x, y, u) and 3 output ones (x, y, u). There are also 10 operational nodes, each one 

executed in 1 control step, that perform 6 multiplications, 2 additions and 2 subtractions. The minimum area set 

of modules is made of 2 multipliers, that take up almost 80% of the total circuit area, a ripple-carry adder and a 

ripple-carry substracter. 

The behavior includes 2 data dependencies that make registers storing x and y be self-adjacent. Besides, variables 

x, y, u generated by nodes 5, 6, 10 respectively have to be allocated to the same register than before. Thus 

register allocation for the output of those nodes is fixed. 

In spite of all these constraints our allocation algorithms succeed in obtaining some self-testable data path 

without CBILBO registers and small interconnect area. Before presenting the data paths synthesized by our 

algorithms we will analyze the different data paths that can be obtained to evaluate how our heuristics work. In 

figure 4 the two possible FU allocations are presented for the addition and substracion nodes. In figure 5 the two 

best FU allocations for multiplication nodes are included. 
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Figure 3: CDFG of the Differential Equation with scheduling inf. 
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4: Allocation alternatives for additions and substractions. 
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Figure 5: Best allocations alternatives for multiplications. 



As shown in figure 4, allocation of adders for nodes 5 and 6 is quite constraint. The inputs to node 5 are the input 

variable x and constant 1, and its output is the output variable x. So register allocation is fixed for this node. The 

inputs to node 6 are the input variable y and the output of node 1 and its output is the output variable y. Module 

allocation for these nodes can choose between having one or two FUs. The former choice, the first one due to the 

greedy nature of the first sorting criterion, is more testable than the later one, which needs two CBILBO registers 

in order to test the modules. In the data paths obtained by our algorithm we observe that the choice of having two 

adders is never included in them, since CBILBO registers degrade circuit performance and are very costly. 

On the contrary, allocation of substracters for nodes 9 and 10 produces two acceptable alternatives that are found 

in the data paths synthesized by our algorithms. The first choice consists on having only one FU to perform both 

operations and it implies having 2 self-adjacent registers, which do not need to be implemented as CBILBO. The 

second choice consist of using two modules, one for each node, so the test time and test area are locally increased 

(the increment depends on the rest of the data path). The increment on module area (a simple ripple-carry 

substracter) is balanced with the decrement on interconnect area (two 2-to-l-multiplexers). 

Finally, in figure 5 we only include the two alternatives that can appear in the best designs, because they 

correspond to the best value of a quality parameter (area and testability). The remaining options are bigger and 

less testable than the ones in the figure and thus they cannot appear in the best designs. 

The left option corresponds to the smallest one that can be tested while the right drawing is slightly bigger but 

also has smaller test time. *— • 

Once the alternatives have been analyzed, we will introduce the data paths that Our algorithm found for this 

CDFG. The order in which they were obtained is also important, so we use it to label them. 

Table '5 includes the number of modules, multiplexers, wires and the information needed" to characterize 

testability (BIST registers and test sessions). Designs 1 and 2 correspond to the more testable option for 

multiplications and the two options for substractions. The ther ones correspond to the smaller choice for 

multiplications. All can be tested without CBILBO registers in spite of the data dependencies in the behavior and 

the constraint register allocation. Note that the first solutions explored are the best ones but among them the more 

testable ones are explored before the smallest ones. This is due to the fixed order for rules application. 

# Design #FUs # Mult. & wires BIST registers # Test sessions 

1 2*, 1+, 1- 4 4-to-l, 9 2-10-1,34 3G,2S, IB 3 

2 2*, 1+, 2- 4 4-to-l,7 2-to-l,34 2G, IS, 3B 4 

3 2*, 1+, 1- 1 4-to-l, 11 2-to-l,30 3 G, 1 S, 2 B 3 

4 2*, 1+, 2- 1 4-to-l, 9 2-to-1,30 2G,4B 3 

Table 5: Data paths obtained for the CDFG in figure 3. 

In table 6 we also include the testability estimation of the first solution. We observe that in spite of the low 

testability of the behavior, the data path is testable due to the allocation performed. 

Rl R2 

Controllability 

R3 R4     R5 

0.8     0.8 

R6 

0.6 0.9, 0.9 0.9, 0.9 0.9, 0.7 0.9, 0.7 

10 



Observability 0.8      0.8      0, 0.7 0.7 0.9 0.9 

Table 6: Controllability and observability of design 1 in table 5. 
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The goal is to give at user an environnent being able to describe complex pro- 
blems. Then, we try to solve these problems. To lead the resolution, we decompose 
basis complex problem by canonical sub-problems. For that, we dispose an exis- 
tant süb-problems library's, each problem being attached with its solve method. 

Once our complex problem as been decomposed, each sub-problem is typed 
and attached with ics representative library member. At this level, classify a pro- 
blem is equivalent to arrange it at its place. A complex problem is represented by 
its complexities, variables of states, conditions bounds links to the environnement 
in which it evolves; behaviou" in time. 

It is necessary to take into account.these three main aspects: morphological 
(constitution), spacial (number of variables) and temporal (resolution time). 

In this paper, we present a reflection for the tool to conceive. This reflexion 
is structured with three parts. Each part, we go up mam points on which we 
will lean to permit an implementation of a such tool that will work intended to 
help user face to this type of problem. This paper is organized as follows; first, we 
expose briefly one state of art; second, we present tools and classification method ; 
thirth we describe our approach towards a classification model and resolution. 

1    State of art 
Tool to be develop is composed of some several blocks that collaborate each to the 
a same achievement that is the final task, provide an answer's complex problem 
response to the user. 

1.1    Coding interface 
Software interface allows to code the problem, that's happens once the validated 
foreclosure. A block specialized with coding will be charged to transcribe the 
statement towards the next block described below. Difl'erents strategies for infor- 
mation coding are frequently presented, in most cases it is used a binary coding 
alphabet on initial information [Dumeur 94]. Coding brings back to form a chain 
of characters based on binary characters or use of others coding methods by using 
relational-schemata [Collard 96]. 

1 



1.2 Process of ranging 
Once the problem is coded, then it must be classified and "typed". This function 
is achieved with the classifier block, which allows to arrange the problem with a 
representative library's member. A classifier can be considered like a deduction 
system able to recognize, that means he can distinguish entities [Ducourneau 96]. 

1.3 Library's members evaluation 
Before being classified, the representative library's member is appraised [Escazut 
96]. This evaluation is necessary to allow classification of the problem, if the 
representative member is considered like bad, the classement will not succeed, in 
such situation problem can very well to [Dorme 96]: 

- be approach, in this case it is attached to a representative library's member 
who is less representive, 

- be classify-by the creation of a new representative library's member. 

Representative's member estimation is achieve by an evaluation principle. 
If the problem is approach, it arrives that several representative's member are 
considered as good to take possession of tire problem. With such cases some 
authors introduce a noise function with the evaluation function. It avoid to have 
library's representative members having the same evaluation [Dumeur 94| . 

With the case where a new representative member will be create, the size of 
the library will increase. Well, this fact is unavoidable, WP try to limit at maximum 
such type of situation, our wish being to keep a library composed with a constant 
representative library's members. Thus, the problem will be more often approach 
by several representative library's members if they are considered as good. 

2    Classification method and tools 

Purpose is to show why we have choosen some tools rather that others available 
in the litterature. 

2.1    Why not neurals networks? 
Neural networks principles allows participation of several neurons for the achie- 
vement of a common stain. Each neuron is triggered by a activation threshold. 
Generally, a base of learn allows to fix weights on neuron inputs, beside activation 
of each neuron depends of inputs weights values [Jodouin 93]. 

At our level, difficulty is that we should work in a non-supervised mode, 
we cannot uses data that should use as experiences basis to permit the neural 
network training. More, achieve a classement with a non-supervised mode so- 
metimes provokes errors when singular situations occurs if Hamming distance 
between two representative library's member is lower than the one specified by 
the user [Amy 96]. Also, essential point is that we wish to transport variables 
instead of values. It is therefore impossible, with these considerations to be able 
to use neural network in our classification block 



2.2    Why not genetic algorithms? 
Genetic algorithms use chromosomes composed with genes. Thus, they permit to 
transport a gene sequence; this sequence can represent for us our codification pro- 
blem. Also, others tools permit new chromosomes generation from a population; 
we could use these genetic opertors specificity to permit the creation of a new 
representative library's member for a problem that doesn't have been classified 
while using a traditional method [Escazut 96]. So we will us it. 

3    Toward a classification model 

We present here the different blocks that participle to the realization of our 
objective, we are going to present a model putting in work "classification" and 
"evaluation". 

We will retail, first the simple problem's classification mechanism to' one 
representative member of our library. In section 3.2, when we talk about of "pro- 
blern" unterstand simple problem. 

3.1    Attribute member aspects 
Each member of our library is composed with attributes. There are JV attributes 
of each member. We call fk(o) , evaluation function of k attribute for an o object. 
With that fk(o) expression is shown at (1) 

fk(o) = wk(o) ■ Attrk(o) (1) 

where: 

- wk(o) is the weight attribute for a o library's member, here value is'fix to. 
a same integer coefficient, 

- Attrk{o) is the k attribute value for a o library's member, here value is 
binary, 

~ fk(o) evaluation function for k attribute of a o library member. 

Thus, total evaluation function that we call F(o) is shown at (2): 

N 

F(o) = Y^wj(o)Attrj(o) (2) 

- where Wj(o) are weights attributes for an o library's member, here values 
are fixed to a same integer coefficient, 

- where Attrj(o) are attributes values for a o library's member, here values 
are binary , 

- where N is the number of o attributes member. 



3.2    Searching for a good representative library's member 
Purpose is to find a representative member of our library that will represent the 
problem, or one that resembles to him enought strongly, in the opposite case it is 
about to create one from the best representative members evaluate like making- 
part of our library. The D{o) expression shown at (3) is used for. the evaluation, 
and is introduce like a distance from the problem to the representative's member 
library. 

N 

D{o) = \Y,Wj(o)Attrj(o) - WjiCQÄttrjiCi)] (3) 
j=i 

- where Wj(o) are weights attributes for our problem o to be class, here 
values are fixed to a same integer coefficient, 

- where Attrj(o) are attributes values for our problem o to be class , here 
values are binary values, " .      ' 

- where N is the number of o attributes problem, 

- where Wj(Ci) are weight attributes for a Ci library's member, here values 
are fixed to a same integer coefficient, 

- where Attrj(Ci) are attributes values for a Ci library's member, here 
values are binarj valuco, 

- where iV is the number of o attributes member. 

Three cases can appear: 

- case where one representative member has a evaluation distance that is 
D{6) =0 that means, we have find the ideal representative library's mem- 
ber for our problem, 

- case where no representative member are evaluated as a member having 
ability to represent the problem, therefore a selection of the best compo- 
nents evaluated as such in the library is operated. If evaluation distance 
D(o) is below than a certain threshold 50 to fix, then, the best represen- 
tative member is elected like being the best able to represent the problem, 
thus problem is attached to him. 

- case where best representative members have a evaluation distance D{o) 
that is over the 50 threshold, we select the best representative members 
on their evaluation values, and we applies on them genetic operators, with 
that we generate a new generation members, then will evaluate them. 

At the end of the evaluation, if it is found a new representative member 
haying a evaluation distance D(o) below 50 threshold, we add it in our library. 
With an opposite case, we proceed again byapplies genetic operators on the best 
representative members. Once the representative member is added at the library, 
we can say that it is the new representative member that represents the problem. 



To avoid each time to use the same representative members for the genera- 
tion process, in the case which previous generation hasn't been capable to produce 
a good representative member, a noise function is apply on the evaluation func- 
tion, purpose is to make fluctuate this evaluation value around a average value. 
By this way, we will not take same representative members for two successive 
generations 

3.3      Knowledgment of more used library's members 
Purpose is the knowledgment of the more used representative members for. ac- 
celerate our global gait, instead to proceed by evaluate all the members of our 
library, we will start in priority with those that are more frequented. Bv this way 
we will have more chance to find the best member of the library or perhaps the 
ideal for our problem. 

Another interesting aspect is to be able to detect members of our library 
rarely used , or not at all, by this manner we'll able to replace them bv others 
when a new member is added at our library. 

To allow the knowledgment of these representative members, we use a Bli- 
cket Brigade algorithm variant[ Holland 75], by fixing identical strengths at each 
member of our library at the beginning. When a new representative member is 
added at our library, its strenght will be averaged values fathers's stenghts. 

4    Conclusion 
The goal fixed along this studv is to give some results to solve complex problems. 
we develop a method based on the classification existing results. We plan to 
complete this work with an efficient coding technic to improve the structure 
implementation of data with an resolution's optimal algorithm. 
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Introduction 

This paper presents an original approach based on neural networks to study natural 
systems. 

Generally the study of this kind of systems is performed using determinist methods. 
For example, at the University of Corsica [DEL 1995; DEL 1997], we have developed an 
object oriented modelling and simulation approach in order to analyse the hydrologic 
behaviour of a catchment basin. In our approach, the system is modelled in several sub- 
systems, called basic components, which have their own behaviours. We have also defined a 
simulator architectufe based on discrete event and object oriented simulation. 

Besides, a simulation software has been realised. Particularly, it allows to process 
independently the modelling and the simulation parts. So, this makes easier the definition and 
the modification of the model. Owing to this explicit separation between the modelling and 
me simulation aspects, several models can be implemented and studied without any 
modification of the simulation software. 

Nevertheless, this approach presents some limits : 
. this kind of modelling needs to know with accuracy the physical behaviour of each sub- 

systems and in the case of the study of natural systems, these behaviours are not always 
available ; 

. the modelling of natural systems requires to define several parameters which are fit for this 
system but if one wants to adapt the realised model to another system, he has to re-define 
these parameters ; 

.   finally, it's difficult to take into account all the input data. 

Faced with these limits we propose to integrate neural networks in order to complete 
our approach with the help of neural networks. Indeed, the connectionist theory present these 
interesting advantages : 
.   if input and output data are available, it's possible using a learning process to predict the 

behaviours of systems and then analyse most complex systems ; 
.   the model realised using this approach is adaptable and can be reused to study another 

system; 
.   it's possible to take easily into account all the input data. 



The paper is organised as follows: 
The first section presents some general notions concerning neural networks and a 

classification. 
In section 2, we present a class of networks, called supervised learning network, 

particularly adapted to the study of natural systems. 
We finally conclude, in section 3, by briefly presenting the current status of our works, 

future investigations are also discussed. 

1. Basic notions 

1.1 Presentation of neural networks 

The first work concerning neural networks was inspired by a brain modelling which is 
nowadays the most efficient known system for data analysis. Also, a network is composed by 
units called formal neurons which are connected using weighted links. A learning process is 
implemented in order to simulate the human reasoning. 

As the propagation of nerve impulse, the activation progress throughout the network. 
Every activated unit gives its rate and a global activation emerges from the network. 

The following graph presents a classic type of network called Multy Layer Perceptron 
[RÖS. $62; JOD 1994; CAR 1992]. 

y-i 

input        hidden       output 
layer layer layer 

Figure 1 : Organisation of a neural network 

For example, the activation a; of the neuron i is controlled by a stochastic rule: the 
sigmoidal function s(x) = l/[l + exp(-ac)]. The activation of a given neuron may be a 

weighted sum of the activation of the linked neurons, i.e. a{ = V w^ . 



1.2 Classification of networks 

As the connectionism science covers many areas (biology, classification, recognition, 
environmental science, ...) it is not possible to realise a standard classification. However, to 
be in adequacy with the main themes of researches, we have chosen to present a neural 
networks classification according to their training method [AMY 1996]. 

It is possible to distinguish three main types of networks: 
• the not supervised networks; 
• the supervised networks; 
■ the reinforced learning networks. 

The first training rule proposed by Hebb in 1949 [HEB 1949], is not supervised and 
was constructed to avoid a random choice of network parameters. However, these rules just 
order in different categories input vectors proposed to the network. This classification is 
realised according to input structure vectors and not to their qualities. Nevertheless, with 
encoding information techniques, such networks have proved their capacities to compete with 
best classifiers [JOD 1993]. 

. The supervised training allows to extend the application domain of the connectionism. 
It consists in teaching to the network a reference behaviour. That is to say that one gives the 
expected answer and using an error minimisation it adjusts its parameters. The convergence is 
obtained using a gradient descent method, the famous backpropagation of gradient, this one is 
now replaced by a faster method of second order [SZI1995; SZI1997]. ' 

One also finds a mixed method called reinforcement learning developed to study 
applications having several possible solutions. These algorithms allow to estimate the/quality 
of the answer in order to direct the network toward the best solution. 

2. Supervised Learning Network 

The natural systems survey often needs to approximate a not-linear function, 
sometimes discontinuous. In this setting, we are more especially interested by supervised 
training networks and more specially :.,.'. 

• the Radial Basis Functions; 
• the Recurrent Cascade Correlation. 

2.1 Radial Basis Functions 

This type of network is dedicated to the approximation of linear parametric functions, 
semi-linear or not-linear. Function f(x) is approached by a combination of elementary not- 
linear functions.[AMY 1996] 

f(x) = ^wi9>i      where       cpi are basis functions generally gaussian 
i 

W; are calculated weights. 



The approximation of a continuous function allows to justify theoretically the network 
structure. Unlike, there is no established theory concerning the approximation of 
discontinuous functions, fortiori not-linear, which are the more often used to model natural 
systems. In this case, the structure of the neural network is defined according to experimental 
results [LAB 1993]. 

2.2 Recurrence Cascade Correlation 

This kind of network is also called dynamic or incremental. Indeed, the addition of 
neurons starting from a minimal configuration is automatically done according to the 
complexity of input/output couples. Moreover, this networks is recurrent, indeed, the outputs 
of the hidden layer at time t are fed back for use as additional network input at time t+1. 
These time delay networks are very interesting for study of natural systems. 

input 
units 

hidden 
units 

context 
units 

■«-recurrent links — 

Figure 2 : Structure of a recurrent network 

3.Conclusion 

We present in this paper an original approach based on neural network to study natural 
systems. We have already proposed a determinist approach based on oriented objet 
modellisation and simulation, but in the case of the study of such systems, this approach 
present some limits. 

In order to overcome these limits, we propose to use neural networks and more 
precisely supervised learning networks. 

Today we are applying the different notions presented in this paper to the study of the 
hydrologic behaviour of a catchment basin. Particularly, we want to increase the "reuse" of 
the model using neural networks in order to adapt the system's parameters. We intend in a 
near future to integrate notions presented before in our simulator architecture. 



Bibliography 

AMY B. (1996), "Recherches et perspectives dans le domaine des reseaux connexionistes", 
Rapport interne du laboratoire Leibniz-Imag. 

CARLING A. (1992), Introducing neural networks, Sigma Press, New York. 

DAVALO E. - NAIM P (1993), Des reseaux de neurones, Eyrolles. 

DELHOM M. - BISGAMBIGLIA P.A. - SANTUCCI J.F. (1995), "Modeling and 
Simulation of Discrete Event Systems : the study of the hydrologic behavior of a catchment 
bassin". IEEE international conference on Systems, Man and Cybernetics, Vancouver, 
Canada, Octobre 22-25, Vol. 5, p. 4191-4195. 

DELHOM M. - BISGAMBIGLIA P.A.  - SANTUCCI J.F.  - ÄIELLO A.  (1997), 
"Modelisation et Simulation Orientees Objet - application ä l'etude du comportement 
hydrologique d'un bassin versanf'. Revue 1'Objet, Editions Hermes, Numero I, Volume III, p 
65-.83. 

HEBB D. (1949), The organisation of behavior,. Wiley. 

JODOUIN J.F. (1993), Les reseaux de neurones, Hermes. 

JODOUIN J.F. (1994), Les reseaux neuromimetiques, Hermes. 

LABBI A., (1993) "Sur Vapproximation et les systemes dynamiqües dans les reseaux 
neuronaux" Thesis, INPG, Grenoble, France. 

ROSENBLATT F. (1962), Principles of neurodynamics, Academic Press,- New York. . 

SZILAS  N.  (1995),  "Apprentissage dans  les reseaux recurrents pour la modelisation 
- mecanique et etude de leurs interactions avec l'environement", Thesis, INPG, Grenoble, 
France. 

SZILAS N. (1997), "Les reseaux recurrents supervises: une revue critique". Rapport interne, 
INPG. 



GENERATION OF VALIDATION TESTS FROM BEHAVIORAL 
DESCRIPTION IN VHDL 

Ewa Idzikowska 
Technical University of Poznan; Dpt. of Control, Robotics and Computer Science; Poland 

email: eidz@agat.sk-kari.put.poznan.pl 

For the modeling of logical systems on the high behavioral level, hardware description languages 
are used. The model is a program that represents the algorithmic behavior of the system. It must 
include a provision for concurrency of execution, because logic signals flow in parallel. This 
requirement in VHDL is handled by the process construction. The behavior of the design is 
proved, by running simulations using test patterns. This tests selection is generally done manually 
by the designer'and is thus often incomplete and inadequate. The method proposed in this paper is 
a contribution to the automation of this process. 

Introduction 
Functional testing aims at testing the behavior of the circuit under test. Because behavioral 

models are available early in the design cycle, the generated test sets can be applied for design 
validation. Validation of the design in early phases reduces the risk of undetected design errors. 

Behavioral description of logical systems can be divided into two categories: procedural and 
non-procedural. In a procedural description, all the statements are executed sequentially as in a 
conventional program. In a non-procedural description the behavior is represented by a set of 
process statements. These processes can be executed in parallel when an eyent appears on their 
sensitive variables. 

The VHDL behavioral model describes the logical system as a set of such processes. In this 
way concurrent activities of the system are modeled. 

Usually, two behavioral approaches to test generation from VHDL have been explored. In the 
model perturbation approach, high-level fault models are first determined ([1], [3]). Next, a test 
generation algorithm, which finds tests for these faults is defined. A second approach to test 
.generation uses I/O model ([2], [4]). Here one does not use a fault model, but merely tries to 
exercise all input/output paths through the model. 

The test generation method presented in this work searches for data paths from circuit inputs to 
outputs, examines the related control inputs and input sequences to drive those transfers and 
exercises the circuit with characteristic data. 

The VHDL model represents two aspects of the process: computation and control. Computation 
represented by data flow part of the model can be modeled by data flow graph. Control represented 
by control flow part of the model dictates the partial ordering of data operations and can be 
modeled by control flow graph. Both models are used for test generation. 

The process of the test generation consists of two steps: fist ^circuit behavior selection and 
second - test pattern selection. 



Control flow and data flow 
Control flow and data flow are represented by graphs, derived from source code. 

Def. 1 Data flow graph [4] 

The data flow graph DF is a directed graph, not necessarily strongly connected, whose nodes 
correspond to signals, variables or constant values. Nodes drawn as rectangles are terminals 
(primary input or output signals), nodes drawn as circles refer to internal variables. Directed 
edges of the DG show the flow of data from node to node and are labeled with numbers of 
assignment statements that effect transformation and flow of data. 

Fig. 1. Data flow graph. 

For example a VHDL statement y:=z+x (x - input signal, y and z - internal variables) labeled 
with number 2 is represented by the following graph (Fig. 1.). 

Control is represented by a control flow graph. This model expresses the different phases 
involved in the execution of the processes and is created using Petri nets. 

Def. 2 Control flow graph 

The Petri-net representation of the process is a digraph CG derived from the VHDL source code, 
with mapping of VHDL code statements to the places and actions to the transitions: 
CG = (P,T,F,M01D,C) 
where: 

P     ={pi,p2,-,pn} 
= {■ tj, t2,..., tm} 

= { mb m2,..., mn} 
= { di, d2,..., dm} 

= { Ci, c2>...., cm} 

T 
M0 

D 
C 
F 

- a finite set of places, 
- a finite set of transitions, 
- an initial marking, 
- a finite set of time intervals associated with transitions, 
- a finite set of conditions associated with transitions, 
- a control flow relation. 

When a control place p; holds a token, a control signal will be sent to control the 
corresponding arcs in the data flow graph. As there could be more than one control place that 
holds tokens, there exist multiple control signals that control parallel operations in the data 
graph. The temporal relation between the control signals is defined by a partial ordering 
structure, which is captured by the control flow relation F. Normal Petri net models do not 
contain an explicit notion of execution time, hence it is impossible to determine the signal 
flowing times. To solve this problem, we have introduced timing into the control flow model. A 
transition will be fired when it is enabled, after some period of time (dj). 



To represent the situation where the control flow is influenced by the results of some data 
graph operations (a conditional branch, for example) we must be able to use a condition signals 
to direct the control flow. To solve this problem, transitions may be guarded by conditions (c;) 
produced from the data flow. The conditional transition will be fired immediately when it is 
enabled (normal Petri net) and its condition is true. 

Control flow graph of a single process 
In digital systems a logical process will frequently pause in its execution while waiting for an 

event to occur or a time period to elapse. It means that each process could be either in activity 
state or in wait state (suspended). The form of wait construct in VHDL [1] is: 

WAIT ON signal changes UNTIL condition clause FOR time out 

The statement suspends the process until a signal in the sensitivity list changes, (e.g. the value of 
the sensitive variable is not stable - different at times t and t-1), at which time the condition 
clause is evaluated. The condition clause is an expression of type Boolean and if it is TRUE, the 
process is resumed. The time out clause sets the maximum wait time after which the process will 
resume: A form WAIT ON C is equivalent to the form PROCESS(C).      " •      .. 

The Petri net model of a single process is shown in Fig. 2. Each process has a place S, which 
represents a state of the process. A token located in this place denotes the suspended process. 
The place without a token represents the active process. 

A transition t] is an input transition to the process. The following events can be associated 
with thii transition: 

• signal changes, 
• condition clause, j., _ 
• timeout. r 

.A transition t2 is the process output'transition. After firing i2 the process is suspended i.e. a 
token is in the place S. 

Fig. 2. Petri 1 (CG) of a single process. 
S 

t,   , r signal C change and CC=true 
or time out (T) 

IF 

.? 
^T 

Wait on C until CC for T 

Transition ti is fired when the value of the signal C at the time t is different from the value of 
C at the time t-1 and when the condition clause CC is true, or regardless of the conditions after a 
delay T. ;  ' - 

The control flow model of several processes is obtained by interconnecting the control flow 
models of each process. 



Test generation 
The process of the test generation consists of two steps: first - test case selection (behavior 

selection) and second - test pattern selection. 
During a test generation process we want to derive complete validation tests. The goal for a 

complete test is to exercise the model in such a way that every possible CG path is accessed with 
all possible data and the results have to be observable at an output. For the selection of a 
complete set of test cases we must first cover each path of data flow graph from input to output at 
least once, and then translate these paths into corresponding list of CG nodes. 

For single-process models we can define the CG paths from the control flow graph input 
nodes through the nodes selected in data paths, into the output nodes of the process using Petri 
nets mechanism. The VHDL statements represented by the nodes of this path have to be executed 
in the given order to meet the intended behavior. The test case consists of this nodes sequence. 

For a multi-process model such paths can go not only through one process, so we can 
determine the list of processes to be crossed in order to reach a primary output. Thanks to a Petri 
nets formalism we can also determine the parallel execution of the active processes. 

As an example consider a VHDL model from Fig. 3, This model consists of two processes- 
process A and process B. 

entity D_AND is 
generic(DELl, DEL2: time); 
port(NCLR, D, CLK: in bit; OU: out bit); 
endD_AND; 
architecture Dataflow of d_and is : 

signal Q: bit; 
begin 
A:process(NCLR, CLk) 

begin . 
ifNCLR=X)'then Al 

Q<=X)'after DELI; else A2 
if (CLK = T and not clk'stable) then A3 

Q<=D after DELI; A4 
end if; 

end if; 
end process A;   , 

B:process(Q,D) 
begin 

OU <= Q and D after DEL2; Bl 
end process B; 

end data_flow; 

Fig. 3. VHDL source code 

The data flow graph of the VHDL model from Fig. 3. is shown,in Fig. 4. This graph is used 
in data path oriented test case selection. There are three possible data paths from primary inputs 
to primary output: 

1. A2-B1, I 
2. A4-B1, ; ■ 
3. Bl. 



H7 

B 

D 
A4/ 

/ 

/ 
Bl 

OU 

Fig. 4. Data flow graph. 

The path A4-B1 shows, that in order to drive data from input D to' output OU statements 
represented by control flow graph nodes A4 and Bl have to be executed. Thus, the test case 
consists of this nodes sequence. 

The control flow graph is shown in Fig. 5. It is composed of control flow graphs of two 
processes: A and B. 

Process A 

NCLRorOJj, 
change" 

NCLR *0X       XffCLR 

DELI 

=0 

Process B 

0 change clange 

Fig. 5. Control flow graph. 

The nodes A4 and Bl (the source code statements Q <= D after DELI and 
OU <= Q and D after DEL2 respectively) will be executed, if the following conditions will be 
satisfied: 

• Not NCLR'stable or not CLK' stable, 
• NCLR*0, 
• CLK= 1 and not CLK' stable, 
• not Q'stable or not D'stable . 



time NCLR CLK D Q ou 
to X 0 1 Q Q 
ti 1 1 0 l 0 

Fig. 6. Test pattern for the data path A4-B1. 

The test pattern for the path A4-B lof the data flow graph is shown in Fig. 6. 

Summary 
In this paper an approach for behavioral test pattern generation based on a formal, non- 
procedural VHDL description is presented. 
Two models have been defined: data flow model and control flow model. The first one describes 
the links between the inputs and outputs of all the processes. The second one represents the 
conditions under which the processes are active. The control flow dictates the partial ordering of 
data path operations. Next we developed principles, which allow to generate test sequences. At 
the present time we are still working on the implementation of this method. 
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Abstract 

In this study, the aim is to simulate a wind flow using a basic model 
for coupling with a fire spread model.   In the first part, we consider the 

r- Euler equations derived from the Navier-Stokes equations thanks to some 
:   hypotheses. In the second part, we present the method of the characteristics 

with the associated equations, and a numerical outflow boundary condition. 
Finally, we present some results of simulation in one and two dimensional 

. cases. 

1    Introduction 

This'study is a part of a project which consists in creating a forest fire simulator in 

order to help firefighters facing a fire. ..... •  . 

In this way, our team has elaborated two fire spread models [6]. A .phenomena-, 

logical one which was inspired from diffusion-reaction, equations and a moire fun- 

damental one consisting in flame spread modelling. This last model requires when 

dealing with wind condition the knowledge of local wind. The aim of the present 

study is to elaborate a wind flow model as simple as possible (without considering 

the coupling with the fire) which is beyond the scope of this paper. Hence, we use 

the classical two-dimensional Navier-Stokes equations 

_£ + div(pu)=0 
at 

{HS) \ (!) 

U    -v      / P P 
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2    Modelling hypotheses 

In order to neglect the viscous effects, we consider the flow above the vegetation, 

as to define a no-slip boundary condition. Thus, the boundary layer effects are 

neglected. 

The boundary layer concept . [2] The experimental observation shows that the 

wind flow can be split up in two zones : 

• a boundary layer near the solid surfaces and in which'the viscous forces play 

an important role, 

:""!"""« an domain out of the boundary layer in which the moving-fluid can be consid- 

ering like inviscid fluid. 

The viscous stress are important in the boundary layer. In the external domain, 

the velocity cross gradient becomes weak and the viscous stress are neglected. Hence, 

we can compute the wind flow like an inviscid one. 

On the wall, the normal velocity component is zero, the tangential one takes 

arbitrary values. This means that the mass rate through the wallis zero. Now, we 

consider the new solid surface like being the surface over the boundary layer. , 

Inflow Wind Boundary layer 

' Ground 

Figure 1: Boundary layer. 

The set of equations is not closed, an equation is missing. This last one is given 

by the fluid state equation. Hence, we consider the inviscid fluid, we can assume 

that the fluid transformations are reversible (no friction) [4]. Like some other writers 

[7], we do the hypothesis of weakly compressible flow : 

7P = pc-, 

where p is the fluid density, c the sound celerity and 7 = 

(2) 



A wind flow model over boundary layer 

Those hypotheses lead us to the following Euler equations 

(*)< 

-£ + div{pu) = 0 
at 

du     (_   -\ .,        1^ 
k öt     V       / p 

(3) 

3    Numerical method 

To solve this problem (2) + (3),we use the method of the characteristics which seems 

to be adapted to this kind of problem [1][5]. This method consists in following the 

particles along their trajectory. 

Trajectory 

Figure 2: Trajectory of a particle. 

3.1    Trajectory equation 

We write X(t) the vector position. We have 

dX(t) _ 
.   dt 

u. 

Using an euler explicit scheme, we obtain 

■ X(t-At) = X{t)-Atu{X{t-At),t-At) 

3.2    Continuity equation 

We use the total derivative of the scalar function <f> 

D<p     d<j> 

(4) 

(5) 

Dt      dt 
+ IÜ.V 
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and we can write from (3) 

-DlogP 
Dt 

—div (Ü) (6) 

.   Using an euler implicit scheme, (6) becomes 

\ogp(X(t),t) = logp(X(t-At),t-At)-Atdiv{il{X{t),t)). (7) 

3.3     Momentum equation 

As previously we use the total derivative for (3) and taking into account (2), we 

obtain 
Du        c2 - ,       v — = _—Vflogö) (8) 

Using an euler implicit scheme, (8) becomes 

u(X{t),t) = u(X{t - At),t - At) - - AtW(\ogp(X(t),t)). (9) 

The equations (9) and (7) show that it is necessary to know variables at X(t-.At) 

at the time (t-At). Also, we do an interpolation at X(tf*&t) thanks to. the.equation 

(5). 

4    Simulation results 

Here, we do some simulations in one and two dimensional cases. The results of those 

simulations are only qualitative.       . 

4.1    Simulation characteristics 

We have a fluid at rest on which we impose a inflow boundary condition : a speed 

flow ue. The parameters values are given in the following table. 

ue (m.s l) c (m.s l) p (kg.m ?) dx (m) dy (m) At (s) 

10 331 1,2 10 10 io-3 

Table 1: ID simulations data 

4.2    Numerical boundary condition 

We have applied the Sommerfeld condition (an acoustical condition) which specifies 

that the wave is absorbed at infinite, i.e. the outflow boundary condition is a 

propagative condition [3]. 



A wind flow model over boundary layer 

4.3    One-dimensional case 

The domain is discretized in one-hundred nodes. The delay of the simulation is 

20 s. In the following figures, we represent the evolution of different points into the 

domain. We note that the system has converged on a steady solution. 

l.OxlO4 

ITERATIONS 
2.0x10* 

Figure 3: Density evolution at point 39 



A wind flow model over boundary layer 

l.OxlO4 

ITERATIONS 

Figure 4: Density evolution at point 99 

On the curves, we note a peak which represents the shock between the fluid at 

rest and the moving one. And some fluctuations, the value of density has converged. 

4.4    Two-dimensional case 

The two-dimensional study is similar for the resolution process.   The parameters 

values are given in the following table. 

ue (m.s l) ve (m.s L) c (m.s l) P (kg.m 3) dx (m) dy (m) At (s) 

10 0 331 1,2 1 1 10-* 

Table 2: 2D simulations data 

We have computed two cases : 

1. wind flow without an obstacle, 

2. wind flow with an obstacle. 



A wind flow model over boundary layer 

4.4.1    Wind flow without obstacle 

In two-dimensional case, (3) becomes 

'dp     f du     dv 
dt      \ dx     dy 

du     (du       du\ c2 de 
^<m+{uYx + vTy)=-lYx 

dv      (  dv       dv 

dt      I   dx       dy 

<?_m_ 
7 dy 

(10) 

where. 6 == log p. 

20     10O 

Figure 5: Pressure at £ = 0, Is. 



A wind flow model over boundary layer 

Figure 6: Velocity profile at t = 0, Is. 

20     100 

Figure 7: Pressure at t — 3s. 



A wind flow model over boundary layer 

Figure 8: Velocity profile at t - 0,3s. 

4.5    Wind flow with obstacle 

We note over the obstacle an acceleration of the velocity and behind it a recircülation. 

At downstream, the fluid joins the ground and becomes again like at upstream. 
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Figure 9: Velocity field around an'square obstacle. 
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5    Conclusion 

In conclusion, we have proposed a model which provides a coherent approximation 

for the wind velocity over the vegetation. With regard to the method of the charac- 

teristics we have noticed that this method is sensitive to the time step and the mesh 

size. Moreover, it should be pointed out the necessity to use a numerical boundary 

condition at the outflow when coupling this method with the finite difference one. 

Thanks to this step we will now investigate to couple the wind flow model pre- 

sented here with our fire spread model. 
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I Intro 

This paper deals with an original approach for defining a general framework for modelling and 

simulation of complex systems. This approach is based on hierarchical multi-views modelling 

concepts and powerful object oriented features in order to define an efficient and evaluative 

simulation tool. 

The framework allows to express a system according to: (i) behavioural and structural views and 

(ii) three kinds of hierarchies  (abstraction hierarchy,  temporal  hierarchy  and description 

hierarchy) 

II Presentation of the problem 

ILA The energetic problem 

O 
Solar rjiUutinn 

figure 1: the energetic problem 



The system is a system of air renewal fed by a photovoltaic source. The modelling should allow 

to anticipate the exit air flow as a function of the irradiation, the temperature of the photovoltaic 

item and pressures losses induced by air distribution system. 

The aim of this modelling will be to choose, in an manufacturer equipment list, these that adapt 

the better and quoted conditions previously. 

We have modelled our system into two worldviews : the structural' one and the behavioural. The 

system is physically divided in two parts which are the PV module and the air distribution 

system. The behavioural part is described under. 

"L>     x 

A B 
Profile 1| 't- 

G il 

IL wi 
/   \ 
Profile 2| 

^(X,Y). 

iModule IIIModule n| [Fan 1|     |Fan n| 

figure 2: behavioural description of the problem 

I Profile 
tt 

IProfile 2] 

Entries of the model are two curves, (irradiation curve and temperature curve), the first 

component produces a curve f(It, Ut) as output. Different profiles are tested to simulate different 

types of day. It is possible to replace modules to observe the model evolution. 



The second component takes one curve entry f(I„ U) and proposes as output, a couple (x, y) of a 

point which represents the intersection between the entry curve and fan characteristics. 

Finally, the third component selects in fan Abac what better component distribution to choose. It 

takes as an entry, the couple (x, y) and the fan Abac, to make the better choice and give the better 

value as an output. 

II.B Solving of a physic problem 

A scientist observes physic phenomena to model them. By modelling, it means that scientist 

retains major parameters to establish and simplify relations between each parameters. This 

simplification is called a model. 

Each model must be coupled with a control structure, called simulator, which interprets a 

possible behaviour of the model. The simulation produces hypothetical behavioural data of the 

system. Many types of simulation exist and we restrict ourselves to use the discrete event 

simulation type. 

We have to notice, as it is said previously, that modelling and simulation are two different things. 

They must not be dependent. Modelling should not be restricted to one type of simulation. They 

must be clearly separated. 

Simulation is usually done for one specific model. Methods and computer code serve once 

because they are developed for a specific model. Now, to describe models of different domains, 

we use a general methodology provided by a modelling environment. Thus, problems modelled 

in this environment use this general methodology. The model is well separated from the 



Simulation. Simulation part is automatically built from the modelling part. This automatic 

building is due to hierarchies used in the model. 

A major step in analysis and conception system is due to the building of a model. A model is a 

simplified representation of structural and behavioural system. The first difficulty is to have 

reliable models. It means that they can give a consistent representation of the studied system. The 

second one is the validation of these models. This validation goes through the process of 

simulation. This simulation produces results which must be closest to the system responses. 

Several works have been done about different systems modelling and simulation environment. 

Particularities of these works are only concerning specific domain problems. It is the reason why, 

used methodologies during models development depend on the type of studied system. Its 

validation inevitably need the building of different simulators or a large modification of existing 

ones. 

We utilise a general environment allowing the use of the same methodology for analysing 

different domain systems, and use a generic simulation technique for automatic simulator 

building. 

We have a modelling and simulation environment which makes a break between modelling and 

simulation. It automatically builds the simulator according to a number of rules, and according to 

the modelling part. It means that we have no need of building or changing the simulation part. 

The interest become really interesting for scientists who do only have to concentrate on model 

and thus do not have to build the associated simulator. 



HI    Method 

Simulation modelling is receiving ever more attention from a few years. Works done by Zeigler 

[Zeigler 1984; Zeigler 1990] on Discrete Event System Specification (DEVS) have boosted the 

study of dynamical systems. Nowadays the DEVS mathematical system theory provides a 

framework for representing and studying dynamical systems. The apparition of a large discrete 

event models coming from all the studying domains have contributed to build simulation and 

modelling environment. 

We use a DEVS methodology environment to model our system [Aiello 1997]. Now, with the 

study of energetic systems, we will validate or modify this environment. To model our particular 

air renewal system fed by a photovoltaic source, we had to add several changes in the modelling 

environment. 

III.A        Structure of the modelling 

To model a given system [Zhang 89], our approach consists on combining: 

A discrete event specification system formalism [Zeigler 84, Zeigler 90] allowing to model 

system in a hierarchic and modular way. 

A hierarchical and multi-views modelling method from C.Oussalah [Oussalah 88, Oussalah 95], 

allowing to add gradual complexity and to consider it in a specific way, as an expert from the 

specific domain. 

A temporal hierarchy [Euzenat 94] allowing to keep only needed information. 

The oriented object approach [Ferber 90, Meyer 88, Meyer 90] allowing to automatically 

generate simulation algorithms by instantiation and the use of message passing. 



These four basic concepts are needed in order to develop an efficient hierarchical modelling and 

simulation approach : 

• the abstraction hierarchy corresponding to the definition of different levels of abstraction 

(Oussalah etal. 1995) allowing to take into account the complexity of a system in a gradual way, 

• the time hierarchy corresponding to the definition of different levels of temporal granularity 

(Euzenat 1994) allowing to take into account only the pertinent information at a given temporal 

level, 

• the description hierarchy corresponding to the definition of different levels of description 

(Zeigler 1976; Zeigler 1984; Zeigler 1990) allowing to describe a system by a set of sub-systems 

considered at the same abstraction level, 

• the multi-views approach corresponding to the definition of different views of a system 

(Oussalah etaC. 1989; Oussalah et at. 1995) allowing to consider a system according to a structural 

or a behavioural view. 



III.B        Modelling view from the environment 

In this part, we explain the model built in the environment and the relation between the system 

describe in ILA and the model. 

Figure 3: The energetic problem modelling according to the environment. 

The figure 3 right part is the structural modelling of the problem whereas the left part is the 

behavioural one. In the structural part, we have a general system which have two entries (solar 

irradiation and temperature) and one output (pressure loss). One step under, in the abstraction 

hierarchy, we find a better description of the system. The subsystem A&B corresponds to A-box 

and B-box of the figure 2 system. They are assimilated to the solar heating system. The 



subsystem C corresponds to C-box and is assimilated to the air distribution system. A&B and C 

subsystems do not need any abstraction decomposition. 

Thus, each component is translated into the behavioural view. Simple components need only one 

level of description hierarchy such as C, whereas others need to be more described like A'&B'. 

A'&B' and C are behavioural subsystems associated to the structural part. They do not have any 

correspondence with the figure 2 system. For one component we need to change the temporal 

hierarchy to solve correctly the problem. This temporal changing view is not correctly associated 

to our problem but the concept is working. This concept has many common points with the 

temporal concept but is a bit different. The temporal concept uses a uniform time decomposition 

whereas our decomposition concept is using a non uniform one. For example, we decompose one 

minute in sixty seconds. This is a uniform decomposition. It means, each decomposition segment 

has the same length whereas in our case, we decompose the set in a non uniform way. A temporal 

example could be the study of the only third second and nineteenth one. Here, we change the 

temporal view but a non uniform way. Changes done in the environment will be generalised and 

will be better explained in a future communication. 



IV     Results & conclusion 

What was the limit of the modelling environment ? 

For the modelling of this particular energetic problem, we have encountered three main 

problems: non temporal convergence, entry synchronisation and the fact of computing each 

couple of a two variable function. 

The non temporal convergence was a problem of rising a convergence at the same time level. The 

problem of entries synchronisation was encountered during the execution of the transition 

functions. The problem generated by the two variable function was to calculate an expression , 

function of a variable parameter, for each time step. 

Results found during this simulation were the attempted results. We have had to modify the 

environment to model and solve correctly our model. The general problems that we have pointed 

out will become more general in the environment. This will do the object of another publication. 
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Abstract 

A pilot graduate-level course in electromagnetics has been taught at The University 
of New Hampshire in an effort to assess the effectiveness of using Internet technology to 
teach students both on and off campus. The impetus for the pilot was to provide graduate 
education opportunities to students for whom commuting to campus is not a viable 
option. The software used for this pilot is commercially available, and requires 
sufficiently small bandwidth so that class participants can use telephone modems. The 
intent of this paper is to provide the reader with an overview of the degree of effort and 
expense associated with initiating and executing synchronous, small-course delivery 
using the Internet. Further, evaluations of course effectiveness from both faculty and 
students is presented to show how this delivery method compares with traditional 
teaching techniques. 

i. ACADEMIA OF DISTANCE LEARNING 

Distance learning is commonly understood as teaching where students and a teacher are 
not required to share the same time and space in order to exercise, a learning experience 
[1]. This relatively old concept was originated by learning through correspondence and 
has been revitalized because of the explosion of multimedia, television, and Internet [2], 
[3]. Although a precise characterization of the current status of distance learning is very 
difficult, a WEB search allows a reader to discover several major categories of 
approaches. 
First, there exists a large group of "projects and initiatives" describing emerging concepts 
and ongoing projects in distance learning. An example can be the Open to Europe project 
at http://www.sa1 ford.ac.uk/iti/ote/, an exciting collaborative venture between 17 
universities located in 10 European countries. Its central theme is the concept of "Virtual 
Mobility", making use of electronic networks to achieve strong collaboration between 
institutions in relation to project working. 
Virtual universities and institutions offering distance learning services represent the 
second distinguishable category. Interestingly enough, the commercial aspect is not 
emphasized in this category, at least not directly, as opposed to services offered by virtual 
universities of the second category and colleges whose existence is determined solely by 
profit (the third category). Examples are the IBM Global Campus, available at 
http://www.hied.ibm.com/igc/facts.html and The Medical College of Virginia, the 
Pharmacotherapy Interactive Learning System (PILS), at 
http://www.software.ibm.com/is/dig-lib/vcupic.htm. The IBM Global Campus 
constitutes a breakthrough on education and serves as a business model that helps 
colleges, universities and other post secondary institutions redesign learning, teaching 



and administrative functions. IBM Global Campus provides a combination of advanced 
technologies, network computing solutions, applications, consulting and services tailored 
to enable colleges and universities keep expand their offerings to new groups of students. 
The Pharmacotherapy Interactive Learning System is an example of a patient case-based 
method of teaching therapeutics. In the School of Pharmacy, faculty members are using 
IBM Digital Library technology to create a computer-based learning system where 
students can build a comprehensive patient file. 
The last category is a collection of opinions, papers, and instructional materials available 
on the WEB, and browsing it without intelligent search engines becomes a tedious and 

laborious task. 
The paradigm of distance learning has added a new dimension to research in education. 
The summary of effort in this field is concisely provided in [4]. Two extreme approaches 
appear to be emerging: (1) conservative, and (2) aggressive. The conservative approach 
considers distance learning as a natural extension of traditional teaching environment 
which requires the unity of teacher and learner in both space and time. This approach is 
known as Desmond Keegan's theory of distance learning. As a result, distance learning is 
implemented using traditional schema as much as possible. The aggressive method calls 
for innovation and separation of traditional and distance learning [5]. The latter is 
perceived by a substantial percentage of teaching faculty as a threat leading to potential 
unemployment. The new role of a teacher is not the only challenge in distance learning. 
A dominant one is the required technology, which has several important ingredients. 
Among them institutional commitments, the cost of initial investment, breaking of 
institutional barriers, and the growing cost of maintenance are the most important. 

ii.        NEW HAMPSHIRE HERITAGE IN DISTANCE LEARNING 

New Hampshire Public Television (NHPTV) has been in education for almost 40 years 
[6]. An example of an early, painstaking effort to experiment with the Internet was the 
Virtual Classroom [7] exercise conducted in 1993 between the University of New 
Hampshire and the Technical University of Budapest. The objective of this endeavor was 
to develop a prototype software to support the concept of a virtual classroom. The virtual 
classroom experiment started with student familiarization of the supporting software 
followed by an instructional process. For prototyping purposes a lecture on Total Quality 
Management (TQM) was selected since it was assumed that volunteering Hungarian and 
American students, who were electrical engineers, had not been exposed to this topic 
before. The remaining educational process was no different from that experienced in a 
real classroom with the exception of a large distance and a prolonged lecture time 
requiring several days. The process began with a reading assignment and the instructional 
material. It was transmitted over the Internet followed by a question and clarification 
stage, and homework assignment. Next, there was a second clarification stage followed 
by a group organization stage (mixed teams of Hungarian and American students 
working together), a task assignment stage which was completed by submitting the 
answer, and finally an evaluation stage. The experiment was evaluated by all participants, 
both faculty and students, which led not only to the discovery of technical limitations of 
the experiment but also to the identification of sociological roadblocks.. 



The software, called VOICE (Virtual Organizations through Internetworked 
Collaborative Environments) used in the experiment was developed in-house by two 
UNH graduate students, Werner E. Niebel and David Brusseau. Similar attempts 
available at that time such as BESTnet and developed by Digital Equipment Corporation, 
were found unacceptable since they did not support TCP/IP protocol. The VOICE 
software was based on a single server with a file management subsystem embedded into 
the security layer. It prevented concurrent updates to files through a series of locking 
mechanisms. Additional functions included communication and data management as well 
as a security scheme for files determined by a file's creator. VOICE had a set of four 
menus: Query Menu allowed a user to recognize the usage status of the system; Mail 
Menu distributed messages to other users including broadcasting; File Menu handled file 
transfer, viewing files, editing files, and privileged changes; Administration Menu 
allowed the Project Technical Support staff to change the system configuration and the 
users to change their passwords etc. 
As an anecdote, let us bring a personal note. One of UNH professors during a seminar in 
Hungary while discussing the VOICE experiment had a conversation with the audience 
which led to several fully valid scenarios for virtual classrooms. Some of them do not 
require the presence of a professor, others do not require the presence of students, and in 
an extreme case there may be neither students nor professors present and the lecture can 
continue. 

iii.       DISTANCE LEARNING IN NEW HAMPSHIRE: CURRENT STATUS 

This graduate-level course has been taught over the Internet during Spring semester, 
1998. While there will be a few meetings on the Durham campus, the lecture material 
was presented electronically on Mondays, Wednesdays, and Fridays from 9:10-10:00 
AM. Any on-campus meetings were scheduled so as to have the least negative impact on 
working individuals. 
Although a software license for thirty students was purchased, this first pilot course was 
limited to an enrollment of ten so that the demands on available resources would be kept 
at manageable levels. Further, the students participating were quite facile with the 
computer, which proved to be an asset when technical difficulties did arise. 
Class preparation time was perhaps the most demanding part of this pilot. Essentially, it 
was a full-time job to prepare for and execute the pilot course (along with other non- 
teaching faculty duties), even though the instructor could have given the course in a 
traditional manner without additional preparation. Extensive preparation time was 
required in spite of the fact that an artist and typist were available to help in the effort. 
The instructor found that it was easier and quicker to prepare class slides himself, rather 
than to instruct others in generating those slides. The fortunate aspect of this is that once 
prepared, the course materials can be used in subsequent teaching of the course without 
additional effort. 
Homework assignments were given via e-mail as Microsoft Word file attachments to the 
message. Students on campus submitted their homework by hand, and those off campus 
sent them in using either FAX or e-mail. On student completed all of his homework 
assignments using Word's equation editor, a formidable task for a graduate course in 
Electromagnetics! 



The performance of the pilot was monitored by the Teaching Excellence program at 
UNH through the use of questionnaires and by comments from students. Further, a good 
number of interested faculty "attended" the course throughout the semester. The success 
of the pilot, as assessed by the students themselves, their performance on exams, 
participating faculty and the Teaching Excellence program, is addressed in the 
conclusions. 

Description of the Learning Environment 

All students taking this class (whether on campus or off campus) have the same basic 
setup: a computer connected to the network and a headset with a microphone that is 
connected to the computer soundboard. During the class, the instructor can display 
PowerPoint-type slides, which may include animation, that will appear on the monitors of 
the students; a "white board" is also available for displaying free-hand drawings and 
equations should the instructor wish to elaborate on the slides or respond to questions. 
Students will hear the instructor's voice through their headsets. 
Interaction between instructor and student can come about through three basic 
mechanisms. The first mechanism is equivalent to students raising their hand in class 
when they have a question. If students have a question when taking a class remotely, they 
can click on a "hand up" icon, which will notify the instructor that a student has a 
question. The instructor can elect to respond to the student's "raised hand" by turning the 
floor over to the student. In so doing, the entire class will be able to hear the voice of both 
the instructor and the student controlling the floor, and that student will also have control 
of the slides and white board. At the discretion of the instructor, control of the floor can 
be returned to the instructor after the question has been answered. 
A second mechanism is for students who are timid about taking the floor- they can 
choose to write "secret" notes to the instructor that will appear only on the instructor's 
monitor. Using this approach, the instructor can respond to students'questions without 
sharing with the class the originator of the question. Also, the number and nature of such 
questions can give the instructor real-time feedback on how well the students are learning 
the material. 
The instructor can get a feel for how well the class is following the lecture by using the 
third mechanism: posing questions to class. These questions, which can also be used for 
grading purposes, are displayed as multiple choice questions to the students. As the 
students respond to the questions, the instructor is presented with a histogram showing 
which of the multiple-choice answers the students are selecting. By the number of correct 
answers, as well as by the rate at which the students make their selections, the instructor 
can get a good indication as to how well the lecture material is being received. 

iv.       CONCLUSIONS 

The overall consensus by those involved with the pilot Internet course at UNH is that it 
was a success. Student performance on exams and homework indicate clearly that the 
concepts and details delivered electronically are being understood at least as well as they 
would be in a traditional classroom setting. Also, while students lament the loss of the 



personal interaction and spontaneity that can occur in the classroom, most felt that that 
loss was offset by the convenience of not having to commute to campus. 
Based upon the experience with the pilot, present plans call for at least four courses to be 
taught in a similar manner next Fall semester. All of those courses will be at the graduate, 
level, and many of the students will be off campus. Assuming that all goes well with 
those courses, additional courses will be added each semester, with the final objective 
being the capability to offer complete graduate programs synchronously over the Internet. 
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Selection of an aquacole farm in Corsica using Fuzzy Logic 
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INTRODUCTION 

In order to determine the choice of a localization site for a marines farm, we made call 
to methods of multicritary aids to the decision. Indeed, for environnementales problems, 
making intervene many no-measurable aspects, these types of methods appear adapted 
especially. 

This type of methods uses relations of surclassement that base their activity of 
estimation on the numeric functions called criterias of choice. Nevertheless, the translation of 
qualitative view points (or with difficulty quantifiable) in quantitative criterias is not exempt 
of arbitrary nature. Estimations of the various actions on such criterias are most the time 
blemished of imprecision. 

To the numeric construction of choice criterias, one substitutes here a merely 
qualitative estimation procedure. The notion of qualitative criteria described of a formal way 
this procedure that makes call to judgments of experts. A method of aggregation of these 
criterias is proposed thus. However, in order to avoid all numeric transcription of estimations, 
the procedure of aggregation abondonne the function of utility and resorts to operators of 
fuzzy logic. These different stages are applied to a problem of estimations multicritary of 
localization of a marines farm on the Corsica coastline. 

I - OBJECTIVES 

In what follows, I = {1... ,i, ...n} designates the whole of actions, and J = {1... ,j, ...m} 
represents the list of points of view adopted in the problem of decision. 

The idea developed in this article is to keep, at the time of the process of estimation, a 
common verbal ladder to all points of view. The estimation will make himself therefore more 
with numbers but with words. We will base our reflection on the verbal ladder used in the 
model SATISFACTION-REGRET (FUSTIER 1992, 1994a, 1994b, 1994c). 

The presented verbal ladder is composed here of seven verbal attributes. She includes 
a minimal value (Inf E = forgery) and a maximal value (Sup E = true). 

It exists an application: 
gj: I —> E (Where E is a verbal ladder permitting to value actions) 

i -» gj(i) = qualitative appreciation of the i action according to the j property 

From the estimation subjective of an i object according to a characteristic j, one gets 
the level of truth gj(i) of the fuzzy simple proposition: the i object possesses the j property. 



The profile type of an action is called qualitative ponderation structure (FUSTIER 
1993b). It defines itself by the application: 

P:J-»E 

J->PG) 

p(j) is the qualitative weight of the j property and interprets himself as being the level 
of truth of the fuzzy simple proposition: the j property is important. 

The ladder will use the following attributes: 

true 

nearly true 

anought true 

•. half true 

■   anought wrong 

nearly wrong 

-    wrong 

Kj 

The whole of actions (objects) definite I in the first chapter is constituted of the 
following manner: I = {il, i2, i3, i4, i5, i6, i7}, with : 

• il = Centuri; 
• i2 = Gulf of Porto-Vecchio; 
• i3 = San-Ciprianu; 
• i4 = Gulf of Porto - Novo; 
• i5 = Gulf of Porto; 
• i6 = GulfofPorto-Pollo; 
• i7 = Shackle of Sagone. 

In order to assure an optimal working of the production unit, we keep the whole of 
points of view following J for its installation: J= {jl, j2, j3, j4, j5, j6, j7}, with : 

• j 1 = Degree of protection of the site; 
• j2 = Wealth faunistique / floristique of the site; 
• j3 = Surface / depth of the water plan; 
• j4 = Degree of accessibility to the earth; 
• j5 = fundamental Statute; 
• j6 = Access to an infrastructure portuaire / airport; 
• j7 = tourist activity Proximity. 



The different actions are valued according to their point of view. A profile type cleared 
himself of the various studies. One deducts some that: 

.   the degree of protection of the site facing inclemencies is a fundamental criteria, the 

estimation is true. 
.   the degree of wealth faunistique and floristique must be taken in amount screw to screw of 

impacts of an marines exploitation susceptible to modify the underlying populations; the 
estimation is half true.- 

.   the availability of the water plan is valued while holding amount of three parameters: the 
depth, the surface and the renewal of water; the estimation is true. 

.   the degree of accessibility to the earth must be located close by (\0602 miles) of cages; the 
estimation is nearly true. 

.   the fundamental and authorized statute essentially concerns the accession to the maritime 
Public Domain; the estimation is nearly true. 

.   the easiness of access to an infrastructure portuaire or airport is indispensable to the 
viability of such a project; the estimation is true enough. 

.   the proximity of activities competitors can represent to enter in competition for the work of 
maritime public domain; the estimation is nearly true. 

-:, y\i-v ■i2 i3 i4 15 J6 :    17 
il NW NW NW NT NW AW HT 

i2 T NT T T HT T AT 

■ i3 AT HT HT NT HT NT NW 
14 NT HT NT NW HT AW AW 

i5 ■":■■■ HT NW NT NT ■     NW AW AW 

T6- NT AT NT T NT NT AT 

i7 NT T T T NT NT  — HT 

m T HT T NT NT AT NT 

One says that the profile of an action (i) generates the satisfaction when features of the 
profile are high (that is to say near of Sup E) and of the regret when this same features are low 
(near of Inf E). 

When one compares the profile of an action (i) and the profile of an ideal action (u), a 
difference between profiles is noted. An action can generate the satisfaction and the regret that 
will be meant by the verbal attributes of the E. Ladder rules governing notions of satisfaction 
and regret therefore are those of the fuzzy logic (FUSTIER 1992, 1994a, 1994b, 1994c). 

II - QUALITATIVE CRITERIA EXTENSION 

Recall: pj: qualitative criteria, 
pj(i): evaluation of the i action on criteria pj. 

Our objective is to determine, thanks to the method SATISFACTION-REGRET, the 
ordering of the seven sites preselection. We interest ourselves in this section to the qualitative 
criterias and rules that govern them. 



1. Determination of the satisfaction 
From the picture of estimationss, given in first left, we are going to define the 

satisfaction produced by a profile. 
To arrive to these results, we apply the following rule: sj(i) = pj(i) A 7t(j) 

U P J3 J4 J5 J6 ■ V 
il NW AW NW NT NW AW HT 

i2 T NT T T HT T AT 

13 AT HT HT NT HT NT NW 

i4 NT HT NT NW HT AW AW 
i5 HT NW NT NT NW AW AW 

i6 NT AT NT T NT NT AT 

:   i7   . NT T T T NT NT HT 

S(i) 
NT 

NT 
NT 
NT 
NT 

S(i) represents the column of the global satisfaction indications, it will serve us later at 
the time of the global estimations: S(i) = V [sj(i). j = 1 ...7] = V [pj(i) Ü p(j); j = 1 -7]. 

2. Count of the regret 
Following stage, one calculates the regret produced by a profile: 

sj(i) <t 7t(j) => rj(i) is the t + lerne element of E 

t represents the echelon of the E ladder 

i il     : |2 j3 j4 J5 ,)6 ]7 
rjCi-1) NT NW ; • NT W AT AW AW 
rj(I2) W W W W AW W NW 
rj(i3) AW w HT w AW W AT 

rj(i4) NW w NW AT AW AW HT 
rj(i5) HT AW NW W AT AW HT 

rj(i6) NW W NW W W W NW 
rj(i7) NW W W W W w AW 

r(i) r*(i) 
NT .. NW 
AW AT 
AT AW 
AT AW 
AT AW 
NW NW 
AW AT 

r(i) represents the regret produced by the estimations of the object (i) according to j. 
r(i) = V[rj(i)J = 1....7] 

r * is the no-regret produced by the estimation of an i object. It is contrary r(i), he/it 
obeyed to the proposition the profile of the i object is not regrettable, to every i object one 
applies the following formula: r(i) <t E sup => r*(i) is the t + lerne element of E. 

3. Global estimations of objects 
The global estimation of objects is given by the level of truth of the conjunction: the 

estimation of the i object is source of satisfaction AND doesn't produce a regret. One applies 
to every i object the mathematical equation: 

g(i) = min [s(i), r*(i)], one gets the following results: 



r(i) r*(i) S(i) 
NT NW NW 
AW AT AT 
AT AW AW 
AT AW AW 
AT AW AW 
NW NW NT 
AW AT AT 

From the criteria of global estimation, one can do an ordering where objects are 
arranged in a decreasing order of after their global estimation. One gets the ordering of sites of 
most favorable to the favorable month: 

16 PS i21 i7 PS i31 i41 i5 PS il 
The most favorable general estimation is gotten by the site of Porto Polio (i6), follow- 

up of two Porto-Vecchios sites and Sagones (i7 and i2) confirming previous method results 
while being more categorical. 

Ill - THE COMPUTER TOOLS 

1. Conception of a practiced system 

The practiced systems, in particular, look for to replicate the appraisal of human 
through the machine. In order to put in evidence the interest of the practiced system utilization 
(AMAT and YAHIAOUI 1996) in the setting of our problematic, we conceived three 
programs using data presented in the matrix of estimation of this part successively. We chose 
to develop these practiced systems to use the language of programming Prolog rV (PrologIA 
1995, DELAHAYE 1988). This choice is not innocent, indeed, this language permits to 
conceive some evolutionary programs (MURACCIOLI 1998a), it is what we demonstrate all 
along this chapter. 

To achieve this program, we based ourselves on the analysis achieved in the previous 
chapter concerning methods multicritary of aids to the decision. We translated the different 
information collected under shape of facts that consists in valuing every action according to a 
point of view considered thus. First of all we affect for every point of view a predicate. To 
title of example, to represent the point of view degree of protection of the site, we defined the 
predicate degree. In the same way, for; 

. wealths faunistiqueses and floristiqueses of the site, predicate wealth, 

. the surface and the depth of the site, predicate superf, 

. the degree of accessibility on the ground of the site, predicate access, 

. the fundamental statute of the site, the predicate statute. 

Then for every action, we define from these predicates, different facts. These facts 
permit to value the performance of every site according to the point of view considered. 



For example, in the previous chapter, for action centuri and according to the point of 
view degree of protection of the site, we had fixed an estimation of value 5 (the ladder of 
definite estimation of 0 to 20); this information is represented in our program of the following 

manner: 
degree ('centuri',5). 

Our three practiced systems are structured of the same way, with the same predicates,: 
every action is compared to others according to every retained view point. They differ then on 
the fashion of count permitting to do the ordering of actions. 

2. Implementation 

In the first program this count is simplest, we integrated then successively then in the 
second the third program different improvements. 

In the second program, facts are identical. In order to take in amount the importance of 
points of view in the process of decision, we modified the rule whole. So to every point of 
view, is affected a weight reflecting the judgment of the decideur. 

For an action data (X), one searches for all points of view their estimations. Before 
being added, these estimations are multiplied by their respective weights. The gotten sum is 
divided then by the whole of weights of points of view. 

This program doesn't always permit to get an affirmed ordering. Indeed, he/it is not 
always possible to overrule the Porto-Polio sites and Porto-Vecchio. In order to refine this 
ordering, we modified this program all over again while doing to vary weights assigned to the 
different points of view. 

Thus, we succeeded, while achieving a simple modification (change of weights) to 
overrule the Porto-Polio sites and Porto-Vecchio (Porto-pollo represents 
the optimal solution). 

Sites    :; SEI SE2 SE3 ■'■'■■:.■ 
Centuri 3,5 3,2 3,06 

Porto-Polio 10,66 9,96 10,41 

Sagone 10 9,20 9,79 

Porto 6 5,79 5,13 

Porto-Vecchio 10,66 9,96 9,89 

San-Cipriano 9,66 8,93 9,62 

Porto-Novo 7 6,75 5,79 

In this picture, we present a summary of the descended results of the three programs 
achieved. In order to solve our problem, we achieved in a first time a practiced system (SEI) 
that didn't permit to get some satisfactory results (two sites being ex-aequo). This practiced 
system has been improven therefore (SE2) while integrating parameter weight comfortably. 
The program SE2 always not permitting to get some satisfactory results, it has been modified 
(SE3). indeed, in SE3, we changed values of weights; it permitted to overrule the two sites ex- 

aequos. 
The interest of this approach type especially resides in the fact that the achieved 

programs are evolutionary. Thus, the decideur can integrate new information comfortably 
without having for it to modify the entirety of the program. It can thus, according to the gotten 
results, to refine of simple manner its analysis. 



CONCLUSION 

Results thus gotten of methods are presented below in the picture. 

METHODES SITES CLASSEMENT 

SATISFACTION REGRET i6, i7, i2 i6 P i21 i7 
SEI i61 i2 P i7 
SE2 i61 i2 P i7 
SE3 i6 P i2 P \1 

The analysis of the previous picture confirms the selection of three sites: 
Porto-Vecchio,  Porto-Polio,  Sagone  (i2,  i6,  i7).  The  ordering  gotten  by  the  method 
SATISFACTION-REGRET confirms the selection of the three previous sites on the one hand, 
while achieving the following ordering: bay of Porto-pollo followed gulf of Porto-Vecchio to 
equality with the shackle of Sagone. 

As the method SATISFACTION-REGRET, the conception of the practiced systems 
permits to achieve an ordering. The practiced system (SE3) contrarily to the practiced systems 
(SEI and SE2) permits to get the more decided results. So of after SE3, sites presenting the 
best potentialities for the implantation of a navy farm are by order of decreasing preference: 
Porto-Polio, Porto-Vecchio and Sagone. 

Results gotten with the help of the different methods of help to the decision are 
homogeneous. It clears itself three particularly auspicious sites to the installation of a farm 
marinades with a light preference for Porto-Polio. 

Approaches thus proposed in this part permit to keep a certain suppleness of utilization 
while respecting some logical rules for the resolution of our problem. To the construction of 
criterias by functions, it seemed us preferable to use the expertise of experts, justifying the 
utilization of the method SATISFACTION-REGRET and the Practiced Systems. 
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ABSTRACT : The main objective of this project is to realize an integration plan for various Renewable Energy systems in 
remote areas using a Geographical Information System (GIS). The studied area is Corsica, an island located in the south-east 
of France. For a considered remote site, four systems supplying etectricity are compared : a stand-alone PV/Batteries system, a 
hybrid PV/Batteries/Back-up generator system, an engine generator and an extension of existing electrical network. The most 
economic configuration has been chosen as the best solution to electrify the remote site. Physical and technical-economical 
processes are integrated in the GIS. This GIS is used to determine the profitability boundaries for PV systems compared to a 
grid extension and according to four load profiles, has led to the elaboration of an integration plan of Renewable Energies in 
South Corsica. The study has shown that for 60 to 90% of remote sites, a PV decentralized electricity system is the most 
economical way of electrification. 

INTRODUCTION 

A Geographical Information System (GIS) is a 
computerized data base which allows to integrate and to 
process informations coming from different sources, to 
elaborate afterwards strategies for development of 
developing countries. GIS have been developed in the late 
1960s but had been installed in very few places because, 
on the one hand, hardware was very expensive and on the 
other hand, the number of softwares available on the 
market was limited [1]. However, with the decrease of the 
hardware price and the increase of computers 
performances, the GIS represents a good tool for political 
or economical authorities. As a tool box, a GIS allows 
planners to perform spatial analysis by using its 
geoprocessing or cartographic modeling functions, such as 
map overlay, selection and selection SQL, thematic 
analysis [2] etc. Among all the geoprocessing functions, 
the map overlay is probably the most useful tool (Figure 
1). 

Layer n 

Relief of the studied area 

Figure 1: Map overlay function. 

The purpose of this paper is to apply the GIS methodology 
to renewable energy systems providing electrical energy in 
stand alone conditions. In a first step, the regional base is 
built and contains information characterizing the studied 
area as the solar potential, the electrical networks (medium 
and high voltage grids), remote sites locations ... From 

this regional base, computers tools are developed to size 
the energetic systems in relation to the electrical needs of 
the site. The various decentralized electricity systems are 
compared on the basis of a minimization of the kWh cost. 
At last, the main results of the study are described and the 
integration plan of renewable energy systems is presented. 

1. PRESENTATION OF THE METHODOLOGY 

Description of the studied area 

The studied area is delimited by the South Corsica 
department. The surface represents a square of 8100 km2 

and the terrestrial surface about 3S00 km2. With about 
250000 inhabitants, the island of Corsica has a mean 
population density equal to 27.7 inhabitants/km2. But in 
the rural area, this density falls down to 7-10 
inhabitants/km2. 

Description of the methodology 

The flowchart of Figure 2 illustrates the complete 
methodology of our study. 
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. produced. 
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answering physical, 

economic and technica 

Figure 2 : Methodology used in this project. 

To elaborate this GIS, a first step consists on a 
digitalization of data maps (RASTER mode) to create the 
regional data base which must be as developed and 
accurate as possible. Each information layer represents a 
particular characteristic data as solar potential, electrical 
network and relief provided by various sources: 
topographic and radar records, satellite and meteorological 
data, land availability ... These thematic data have the 
particularity to be spatially referenced. They are processed 



by several computer tools to design electricity production 
systems : determination of components sizes for 
conventional and photovoltaic systems and estimation of 
the distance between the remote site and the nearest 
transformer. These various systems are compared in term 
of kWh production cost with an economical tool integrated 
intheGIS. 

Construction of the regional data base 

The thematic data, referenced spatially, are issued from 
different sources: 
■ High and Medium Voltage networks: 7 mappings 

representing high and medium voltage grids, respectively 
at the scale 1/200000 and 1/50000 provided by EDF 
CORSE (Electricite De France). 
■ Background map : 8 mappings IGN TOP25 (scale 

1/25000) representing the land suitability. 
■ Remote site location : By correlating the two first 

layers, and using the GIS, we can know the location of 
remote sites. This algorithm has allowed to determine 1046 
individual remote sites representing 496 grouped sites 
(sites around a reference house in a circle of 500 meters). 
The distribution of the distance from the grid of these sites 
is presented on Figure 3. We note that 80% of sites are 
located at a distance inferior to 2 km from the grid what 
indicates that it is a matter of an electrification of 
proximity. 

Figure 3 : Distribution of the distance between remote 
sites and transformer MV/LV . 

H Solar potential: In a previous study [3], we have 
shown the inadequacy of the pyranometric corsican 
network to deduce, by interpolation methods, total solar 
irradiations all over the island. Indeed, there is no relation 
from a solar radiation point of view, between two sites 
which are about 10 km apart. A model allowing to 
compute daily global irradiations on horizontal plane, 
based on the utilization of METEOSAT satellite derived- 
data had been used to cartography the solar potential [3]. 
The spatial resolution of satellite WEFAX images defines 
a pixel with a surface of about 25 km2. The validation of 
this model has shown that the relative root mean square 
error between experimental and simulated daily horizontal 
global irradiation is inferior to 13%. The annual mean 
value of daily global irradiation varies in a range of 4.04 
kWh.m"2 to 4.83 kWh.m"2 corresponding to a variation 
around 20% all over the island. 

2. PHYSICAL SIZING 

The various solutions envisaged to electrify remote sites 
are: 

- photovoltaic   systems   characterized   by   its   PV 
modules area, battery storage capacity; 
hybrid systems consisting in a PV system with an 
auxiliary engine generator source. Its sizing 
parameters are : PV modules area, battery storage 
capacity and nominal power of the engine generator; 
engine generator directly connected to the load via 
an AC/DC converter characterized by its nominal 
power; 

- an extension of the electrical grid. The length of the 
medium and low voltage lines must be known. 

The sizing of these systems required meteorological data as 
an input and electrical consumption data as an output. 

Solar irradiation and load profiles 

To study the behavior of photovoltaic and hybrid systems, 
synthetic hourly global irradiation on a tilted plane are 
constructed from daily global irradiation on a horizontal 
plane supplied by METEOSAT satellite images. This 
algorithm has been presented in recent works [4]. A data 
generator, based on an ARMA process and on the TAG 
model has been built to synthesize hourly global horizontal 
irradiation from daily ones. Then, Hay's model allows to 
compute hourly tilted irradiation from hourly horizontal 
ones with a good accuracy. 

Four DC load profiles have been chosen to simulate the 
hourly consumption of the users : two typical annual 
profiles ("Day" and "Night" profiles with a consumption 
of 1 kWh/day); a seasonal "Low Consumption" profile 
based on adapted loads (1.9 kWh/day) [4] and a seasonal 
"Standard" profile based on the French utility EDF data 
(3.7 kWh/day). 

Stand-alone PV systems 

Concerning the behavior of the PV system, we used a 
method based on a system energy balance and on the 
storage continuity equations. To determine the PV system 
sizing curve (i.e. the set of characteristic couples composed 
of PV modules area Sj and battery storage capacity Cj), we 
simulated the system behavior, and according to the 
autonomy constraint (solar contribution SC; equal to 
100%), the battery capacity for a given module surface is 
obtained when, at the end of simulation period, the PV 
system has always supplied the load. The above-described 
calculations determined several autonomous PV system 
configurations. Thus, we used this methodology to size PV 
systems on each pixel on the satellite images supplied by 
METEOSAT. 

Hybrid photovoltaic systems 

The hybrid system consists in a photovoltaic subsystem 
with an auxiliary engine generator used as a battery 
charger via an AC/DC converter. From the system 
behavior simulation, in changing the autonomy constraint 
into a constraint relative to the part of the load supplied by 
the PV system (SC;), we determined the set of PV system 



characteristics (S^Q, CsCp wnich leads t0 the solar Part 

SC; checking the energy balance. An engine generator 
characterized by its nominal power Psqj is allocated to 
each storage size-PV modules area couple (SsCj. cSCp 
in such a way that the hybrid energy system is globally 
autonomous with a percentage of SC; % of the load 
supplied by the photovoltaic subsystem.. Thus, the set of 
couples became a set of triplets ($SCy CSCj' PSCp- 

Engine generator system 

The gasoline engine generator is directly connected to the 
DC load via an AC/DC converter. In these conditions, the 
nominal power of the gasoline engine generator is 
computed from the peak load power of each profile 
divided by the efficiency of the AC/DC converter taken 
equal to 90%. The calculation of the annual working time 
and fuel consumption are integrated in the GIS [5]. 

Grid extension 

The extension of the grid is constituted in the model by : a 
medium voltage (MV) line, a MV/LV transformer and his 
support, one or more low voltage (LV) lines supplying the 
remote sites. Figure 4 describes the methodology 
integrated in GIS to process the extension of the existing 
electric network for a grouping house. The various lines 
lengths for both MV (DMV) and LV voltages lines (dj) are 
calculated. 

  Low Voltage line 
— Medium Voltage line 

a MV/LV transformer 

• Remote site 

1    *d' 1 500 m       1 o 

o 
Reference remote site 

Circle (radius 500 m) bordering a grouped site s. ]       / 
dn y 

dl Distance between the reference house 
and the MV/LV transformer 

di Distance between the MV/LV transformer 
with the remote site i(io 1) 

Figure 4 : Description of the grid extension procedure. 

3. ECONOMICAL OPTIMIZATION 

As seen previously, the physical modelisation has 
conduced to an great number of possible configurations for 
PV and Hybrid systems. An economical optimization [5] 
has been applied to determine between all these 
configurations, the system conducing to the lowest kWh 
cost. On each remote site, the optimized PV system and 
hybrid system are thus determined. The same procedure is 
applied to the engine generator system and to the grid 
extension. 

Thus, for each site and each system, the cost of the 
electricity produced is known. Then, we can choice 
between these four solutions to electrify the remote site, 
the most profitable system. Such a comparison is presented 
in Figure 5 for a PV system and a grid extension. 
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Figure 5: Interactive software for stand-alone PV systems 

4. MAIN RESULTS 

Profitability boundary of PV systems in remote areas 

We have restricted the application of GIS, to study the 
profitability boundaries for PV systems in remote areas 
compared to the extension of the electric network. To 
determine these boundaries, using the GIS software, we 
have studied the potential of remote sites able to be 
electrified more economically by PV systems or hybrid 
systems than by a grid extension for daily energetic load 
increasing from 1 to 10 kWh per day. 

Daily Consumption (kWh/day) 

Figure 6 : Profitability boundaries for PV systems. 

Results for both "Day" and "Night" profiles are plotted on 
Figure 6, where we see that if the needs of the remote 
houses are respectively 2 kWh per day with a day profile 
and 2.3 kWh per day with a night profile, then the 
photovoltaic electrification solution is more profitable than 
grid extension for 50% of the remote sites. We note an 
influence of the repartition of the load during the day on 
the remote sites potential. As an example, for a potential of 
50% of the total remote sites, we obtain for the four 
profiles the profitability boundaries described in Table 1. 

Boundaries 
(kWh/day) 

Day Low Standard Night 

PV/Battery 2.3 2.7 0 2.0 
Hybrid PV 2.9 3.6 4.0 2.6 

Table 1. Insertion Boundaries versus daily load profiles 
Thus, for a mean daily consumption of about 2 kWh/day 
and 3.5 kWh/day, we obtain a potential of 50% of remote 
sites susceptible to be supplied respectively by PV/Battery 
and PV hybrid systems. For PV/Battery configurations, 



these results are in agreement with previous works 
concerning the study of the insertion boundaries of PV 
systems in remote areas [6-8]. 

Determination of PV potential 

We look for the module area to install on each remote site 
to supply a given daily load for photovoltaic and hybrid 
systems. We have calculated a normalized module surface 
Sref defined as the module area to install to supply a daily 
load equal to 1 kWh according to each load profile and for 
each remote site. 

Sref are in a range from 4 to 6 m2/kWh/day and from 1.5 to 
3 m2/kWh/day for respectively PV/Battery and PV hybrid 
systems whatever the load profile is. This range takes into 
account the important temporal distribution of the load 
during the day mainly in the "night" profile. We conclude 
that the addition of a back-up generator in a traditional PV 
system decreases the surface of PV modules by a factor of 
2 and the size of battery storage by a factor 4. The decrease 
of system size conduces to a reduction of kWh cost what 
explains why hybrid systems are more competitive than 
photovoltaic systems and that the profitability boundaries 
in comparison with grid extension is higher for hybrid than 
PV systems. 

Integration of decentralized electricity production systems. 

The processes previously described are integrated in GIS 
to study the potential of Renewable Energies in South 
Corsica. The four systems are compared on each site to 
determine the optimal electrical system producing a kWh 
at the minimum cost. Considering the same economical 
hypothesis, we have opted for 4 physical strategies based 
on load profiles (strategy 1 : 1 kWh according to "day" 
profile, strategy 2 : 1.9 kWh according to "low 
consumption" profile, strategy 3 : 3.7 kWh for "Standard" 
profile and strategy 4 : 1 kWh for "night" profile) in order 
to evaluate the renewable energies potential. 

The potential mappings are presented on communal 
background map (Figure 7) for low profile and the 
competitiveness between various decentralized electricity 
production systems is summarized on Figure 8. Thus, 60 to 
90% of remote sites can be supplied by hybrid PV systems. 
The grid extension represents then a potential varying 
between 10 and 40%. We can note that the increase of the 
daily load (by using the "Standard" profile) profits only to 
the grid extension. Moreover, whatever the load profile is, 
PV/Battery systems and back-up generators directly on the 
load are never competitive beside PV hybrid systems. 
These results are foreseeable taking into account the 
installation cost of electric lines in this country linked to 
the topographic constraint. 
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Figure 7 : Potential mapping. 
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Figure 8 : Renewable energy potential 

CONCLUSION 

A methodology allowing to estimate the potential of 
Renewable Energy systems in remote areas is presented. 
This method is based on the utilization of a GIS and 
compares all the systems on the basis of a kWh produced 
minimization. This interactive methodology presents 
several advantages : 

- it can be easily adapted to any site all around the 
world and particularly in developing countries where 
local data base are available 

- it represents a real tool for urban and rural 
Renewable Energies planning. 

This work shows a very high potential of remote sites 
(between 60 and 90% according to the strategy integrated 
in GIS) susceptible to be equipped by PV hybrid systems 
where as the grid extension represents 10 to 40% of the 
potential. 
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Abstract 

The Architecture Planning Group (APG) was chartered 
by IEEE's Software Engineering Standards Committee to 
set a direcitonfor incorporating architectural thinking into 
IEEE standards. In this paper, we present a framework 
for architectural thinking and use it to review existing ar- 
chitectural practices; summarize the work of the APG and 
its recommendations; and provide the rationale for those 
recommendations. 

1. Introduction 

It is recognized that architecture should have a strong 
influence over the life cycle of a system. In the past, hard- 
ware architectural aspects were dominant, whereas software 
architectural integrity, when it existed, was first to be sacri- 
ficed in the course of system development. 

The cost of software development and the increasing 
complexity of software systems has changed the relative 
balance. Today, software technology has matured. The 
practice of systems development can benefit greatly from 
adherence to architectural precepts, at both the systems and 
software systems levels. However, the concepts of archi- 
tecture are not yet consistently defined and applied over the 
life cycle. 

To address this, IEEE's Software Engineering Stan- 
dards Committee (SESC) chartered an Architecture Plan- 
ning Group (APG) to set the' direction for incorporating 

* In Proceedings 2nd IEEE International Conference on Engineering of 
Complex Computer Systems, Montreal, Quebec, Canada, October 21-25, 
1996. 

architectural thinking into future IEEE standards. 
The APG began its work August 19, 1995, in Montreal. 

At that meeting, we adopted the charter included as ap- 
pendix A. Over the course of the next eight months, we met 
regularly to develop an Action Plan tor SESC. In April 1996, 
that Action Plan was delivered to SESC and accepted. We 
have subsequently initiated an Architecture Working Group 
(AWG) to implement the APG recommendations. 

In its deliberations, the APG set these goals for itself and 
any subsequent Architecture Working'Group: 

1. To define useful terms, principles and guidelines for 
the consistent application of architectural precepts to 
systems throughout their (full) life cycle. 

2. To elaborate architectural precepts and their anticipated 
benefits for software products, systems and aggregated 
systems ("systems-of-systems" [13, 17]). 

3. To provide a framework for the collection and consider- 
ation of architectural attributes and related information 
for use in IEEE Standards. 

4. To provide a useful road map for the incorporation of 
architectural precepts in the generation, revision and 
application of IEEE standards. 

It was the consensus of the APG that there is a mode of 
architectural thinking applicable to systems which is much 
wider than only software. Every system or subsystem has 
an architecture. As such, the APG work attempts to address 
all relevant software standards and practices and to consider 
interdisciplinary perspectives from a systems' life-cycle per- 
spective. Although the IEEE SESC is software oriented, the 
intent is to produce standards and guides which can broadly 



support all disciplines involved in developing systems. This 
"wide scope" was encouraged and affirmed by SESC and 
will be reflected in the framework and recommendations 
described below. 

In order to assess the impact of the wide scope interpreta- 
tion of architecture, and to identify the standards potentially 
impacted, the APG undertook an analysis of recent and on- 
going activities in the community related to "architecture." 
Every effort was made to contact professional associations 
to determine the extent of efforts in establishing architec- 
tural standards and guidelines within the industry. Key- 
word searches were performed on IEEE standards as well 
as those of other standards setting organizations. Keyword 
searches were also performed using several search engines 
on Internet. The effort identified several hundred potential 
efforts. These were narrowed through a process of deter- 
mining whether architecture was a primary or secondary 
focus. Elimination criteria consisted of documents that had 
architecture as a by-product or where the word was used in a 
descriptive sense rather than a development perspective. A 
list of approximately twenty standards and in-process works 
represents a starting point for the harmonization and coordi- 
nation efforts of the Architecture Working Group with other 
efforts. 

2. Architectural Framework 

To meet our first goal of defining "useful terms, princi- 
ples and; guidelines," we began om work by initiating the 
development of a conceptual framework (or, frame of ref- 
erence) for talking about architecture. In formulating the 
framework, we found the building metaphor - the analogy 
between software systems architecture and traditional build- 
ing architecture quite useful [12, 21]. 

For perspective, we began with the common, "pre- 
systems" definition of the word: 

Architecture 1. The art or science of building or 
constructing edifices of any kind for human use. 2. 
Theactionorprocessofbuilding. 3. Architectural 
work: structure, building. 4. The special method 
or style in accordance with which the details of 
the structure and ornamentation of a building are 
arranged. 5. Construction or structure generally.1 

Each of these senses of the word are applicable in the 
systems context. 

There is at present much interest and activity in system 
architectural thinking (for example, [9, 15, 22]). These ac- 
tivities would benefit from a common framework of terms 
and concepts. The key term is "architecture" itself. We 
considered the current IEEE 610.12-1990 definition of "ar- 
chitecture" [11]: 

1 Oxford English Dictionary, 1933 edition. 

Architecture The organizational structure of a 
system or component. 

However, this definition was not adequate for our pur- 
poses. It has several limitations. (1) It does not distinguish 
an architectural level of structure for a system from the de- 
sign or physical structure of that system. (2) It does not 
separate architectural concerns, such as the interaction of 
the system with other systems, from other concerns, such 
as details of construction. (3) It offers no basis for treating 
architectures as engineering objects. 

Looking at a number of other definitions in the literature 
(for example, [4,7, 25]), we found most suffered from these 
or other limitations. We settled on the following definition: 

An architecture is the highest-level concept of a 
system in its environment. 

This definition addresses (1) by stating that architecture 
pertains to the highest-level of a system, distinguishing it 
from design and implementation concerns. As Mary Shaw 
admonished the First International Workshop on Architec- 
tures of Software Systems [8], "Let's not dilute the term 
'architecture' by applying it to everything in sight." Our 
definition acknowledges (2) by reminding us that systems 
are situated in their environments, and that the architecture 
is in part a recognition and response to that environment. 
But it still does not directly address (3) — a "concept" is not 
particularly useful as an engineering construct. Following 
recent IEEE work on software design [10], we distinguish 
the architecture itself from descriptions ofthat architecture: 

An architectural description is a model — docu- 
ment, product or other artifact — to communicate 
and record a system's architecture. 

This distinction allows us to retain the idea that every 
system has an architecture, while advocating that the explicit 
description of a system's architecture allows that system 
to be brought under "engineering control." The form and 
content of architectural descriptions may then be subject to 
standardization — not the architectures themselves. 

There is an established engineering approach to bring- 
ing such complex entities under control, which is to "sepa- 
rate concerns" by identifying one or more viewpoints [23]. 
Therefore, our framework advocates that an architectural 
description be organized into well-defined pieces: 

An architectural description conveys a set of views 
each of which depicts the system by describing 
domain concerns. 

Meszaros defines an architectural view as: "a way of 
looking at an architecture. Each view may have a differ- 
ent concept of components and relationships" [19]. In our 



framework, each "way of looking" will be determined by 
the interests of the users of that view. A system exists in 
many domains — it is therefore useful to regard architecture 
as a multi-disciplinary practice [18]. Views offer a way to 
get a handle on this. Some common architectural views are 
listed below, reflecting typical systems concerns reflected at 
an architectural level of description. 

• behavioral, dynamic, operational views [16, 14, 4] 

• data, data flow, information views [5, 7] 

• development, maintenance views [3,6] 

• distributed, network views [25, 6] 

• functional, activity views [24, 25] 

• logical views [14, 20] 

• static views [14, 7] 

• physical views [14, 4] 

The selection of relevant views will usually be deter- 
mined by the architect — in consultation with other key 
stakeholders of the system. The conventions by which a 
view is depicted will vary with the particular architectural 
technique or method employed; however, the engineering 
principles governing views may be generic — for example, 
completeness, the principle that an architectural view should 
represent the whole system from a single, well-defined per- 
spective, is adopted in various methods [20, 25]. 

The notion of "components" recurs throughout systems 
and software thinking about architecture, as a construct for 
capturing the major elements of the "structure or construc- 
tion" of a system. Of course, these elements do not exist in 
isolation but, as Meszaros observes, are related. The APG 
framework postulates two kinds of relations: connections 
(among components), and constraints (on components, or 
connections). 

The Architecture Planning Group chose to define these 
terms as follows: 

• Components are the major structural elements in a 
view; such as functions in a functional view, data mod- 
els in a data view, or hardware in a physical view. 

• Connections are the major relations between compo- 
nents of a view. They may be "run-time" relationships 
like control or data flow, or other dependencies. 

• Constraints represent laws the system must observe; 
constraints apply to components and connections. 
There are three kinds of constraints: 

- Constraints reflecting performance, functional, 
or non-functional requirements (such as security, 
fault tolerance, quality) 

- Style and protocol rules, and 

- Laws of nature which constrain resources 

The use of components and connections (or connectors) 
seems to be a de facto standard in current architectural think- 
ing, although the community is split on the latter term. Abd- 
Allah, Boehm, Gacek, Kazman, Abowd, Bass, for example, 
use "connection." Garlan, Shaw, and Allen use "connector." 
Luckham uses both terms to distinguish the relation between 
two components (a connection) from the entity which real- 
izes that relation (the connector). In the present document, 
we use connection to encompass both notions, recognizing 
that we may want to refine this at a future time. 

2.1   Uses of Architectural Description 

To identify architectural concepts and principles relevant 
to the potential users of a future standard, we realized we 
needed to understand the roles which architectural descrip- 
tions may play within system life cycles. While develop- 
ment of a full "concept of operations" for architectural de- 
scriptions is left to the Working Group, the APG identified 
two fundamental ways of applying architectural precepts: 
architecture as design and architecture as style. 

The first way is to use an architectural description as 
the vehicle for expressing high-level system characteristics 
that define and organize its major elements and their inter- 
relationships. The architectural description is used to com- 
municate between client and developer to aid clarification 
of requirements and assess their impact on system design. 
The architectural description is often developed through an 
evolutionary process from the initial expression of a system 
concept as a high-level abstraction to one of a more detailed 
and tangible expression that is widely accepted as being an 
expression of design. 

The second way is to use a subset of the information 
used in a full architecture description to capture a style to 
facilitate certain common attributes among systems, ranging 
from system compatibility, interoperability, (component) in- 
terchangability, to (system) replacability. An architectural 
style is a set of patterns or rules for creating one or more ar- 
chitectures in a consistent fashion. There are many ways to 
capture and communicate a style [1, 2]. A reference model 
can be used to embody a style. Style is a partial charac- 
terization of a system; it does not represent the complete 
architecture for a system, but is a template for specifying 
the architecture of a specific system. 

Architecture as design is useful for individual product de- 
velopment, analogous to the design of individual buildings, 
whereas architecture as style is also useful for harmony 



among products, analogous to the design and planning of 
cities. Consider the following examples: 

1. Individual software products have usually had an archi- 
tectural concept established prior to implementation. 
However, all too often, conflicts between immediate 
user requirements and the architecture are resolved in 
favor of the requirements. The architecture is com- 
promised over time, making the product less tolerant 
of modification or enhancement. More prominent at- 
tention to architecture can and would make software 
products more manageable over their life-cycle. 

2. The architectural design of a new system can often 
benefit from an understanding of previous architec- 
tural designs for similar or related systems. However, 
the relative merits of one architecture vs. another for 
addressing a specific constraint varies according to the 
mix of other constraints upon the new system. A sys- 
tematic approach to architectural description would aid 
this understanding by facilitating "reuse" of architec- 
tural knowledge. 

3. Modern software development practices have evolved 
an even stronger impetus to adopt attention to architec- 
ture. In recent times, the state of the software practice 
has begun to include reuse of software products. Such 
reuse is only possible when expected behavior is con- 
sistent with actual behavior. As such, encouraging the 
software community to articulate and observe architec- 
tural style rules is likely to facilitate the further reuse 
and the continued maturation of software engineering 
as a discipline. 

4. While it is important for an architect to understand the 
functional aspects of a system, it may be critical for 
the success of that system to embody an architectural 
view of those who must interface with it. If we look at a 
mass transit map of any major metropolitan area we see 
how various subsystems interconnect, where various 
stops are located, and perhaps travel times between 
locations. We would not, however, attempt to use the 
map for determining distance, or our precise location 
from a geometric perspective. Such maps are neither 
rendered to scale nor do they show every turn, rise, or 
fall. Yet, the view is critical for the successful use of 
the system. 

5. In recent years Planned Unit Developments (PUD) 
have gained in popularity. From an architectural per- 
spective the components that make up the unit are the 

: various entities within the proposed development area. 
This allows the abstraction of many facets: roads (in- 
terfaces), electric, water (support services), population 
density (complexity). 

6. Most major appliances have located on them a block 
diagram. For instance, a refrigerator might have a 
diagram on the back depicting the compressor, de- 
froster, lights, temperature control, water location for 
ice maker, power cable, etc. Although not to be con- 
fused with the refrigerator itself, the diagram is one 
view of the device. 

These examples meet the principles stated above, in that 
that they convey specific perspectives, dealing with domain 
concerns. In each case what has been described as an end 
product descriptor, probably had its beginning as a devel- 
opment document to convey conceptually what the device, 
product, or service was going to look like. 

3. APG Recommendations 

The primary result of our deliberations was an Action 
Plan, delivered to SESC. That Action Plan made several 
recommendations. 

First, the Architecture Planning Group recommended 
that SESC approve two new Project Authorization Requests 
(PARs) for: 

1. a Recommended Practice for Architectural Descrip- 
tion; and 

2. a Guide to the new Architectural Description standard. 

Second, recognizing that architectural issues were of a 
wider scope than any single IEEE standard, the APG rec- 
ommended that the APG Action Plan be disseminated to the 
SESC Working Group Chairs in order for the Chairs to re- 
view and apply the architecture precepts set forth therein for 
the generation and revision of IEEE Software Engineering 
Standards. 

Third, the APG recommended that the APG Action Plan 
be disseminated to other affected disciplines so that the 
framework of terminology and architectural precepts set 
forth therein can be useful in establishing a dialog with oth- 
ers in those disciplines in order to coordinate their responses 
during the standards development process. 

Fourth, the APG recommended that the Architecture 
Working Group established by the above PARs address the 
following topics in the preparation of the Recommended 
Practice and Guide: 

• How does architecture fit into life cycle? 

• How do architecture documents relate to other life cycle 
documents? 

• How are architectures documented? 

• Who are the stakeholders for an architecture? 



• What architectural methods or processes are defined? 

• What kinds of analyses may be applied to architecture 
models? 

Finally, the Axchitecture Planning Group recommended 
that the following "concepts of operations" for an architect 
be explored and supported by the resulting Standard and 
Guide: 

1. Software architects will require projections of available 
technologies to plan not a point solution, but a means 
to evolve a system including the user. 

2. Architectural planning will include teams of experts 
in the relevant engineering disciplines of hardware, 
software, and human factors. For example, just as 
hardware should be selected which supports good soft- 
ware engineering, the software architecture should al- 
low hardware evolution. 

3. Time-to-complete a system will be balanced against 
time-tO;obsolescence. System capabilities will be 
made orllrational and evolved iteratively through sim- 
ulation ifhecessary. Too often, designs of the seventies 
are implemented in the nineties chasing a technology 

- that will never be in use — obsolete before it is imple- 
mented. 

4. Maturing the concept of prototype, architects will plan 
systems to include the user through early implementa- 
tion of capabilities in the evolution to system solutions. 
Planning must continue throughout system evolution 
so that future capabilities are commensurate with the 
hardware engines available to support them. Like the 
weather, prognostication of the availability of storage, 
speed, and input/output devices will be necessary to 
judge whether the system will be reasonably current 
when implemented. A reasonable time for implemen- 
tation can then be determined, and a reasonable subset 
of capabilities can be designated initial. Systems are 
not just architected as designs, they are planned to 
have initial capabilities which will evolve to solutions 
including user inputs. 

5. Architects will plan with logistics, support, evolution, 
and continuing quality. 

6. The expression of architecture will provide for the con- 
veyance of lessons learned, suitability, etc., for the use 
of architectural solutions. 

4. Conclusion 

SESC has determined that there is sufficient technical 
basis and community interest in architecture to implement 

the Architecture Planning Group's recommendations for an 
Architecture Working Group which will undertake the def- 
inition of a Recommended Practice for Architectural De- 
scription, and companion Guide. The first two quarterly 
meetings of the Working Group took place in May and July 
1996. The IEEE Architecture Working Group may be con- 
tacted at: ieee-awg@spectre .mitre . org. 
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a. their conformance to the framework of software ar- 
chitecture that has been defined in task 1. 

b. their applicability and use in Software architecture. 

Produce an Action Plan with recommendations for in- 
corporating software architecture into IEEE standards 
for software engineering. (E.g., obsolete old standards, 
modify existing standards, propose new standards). 
Provide recommendations for the Software Engineer- 
ing Standards Committee to work effectively within 
the systems communities. 

A. Architecture Planning Group Charter 

The Architecture Planning Group will define for the Soft- 
ware Engineering Standards Committee the statement of di- 
rection for incorporating architecture into the set of IEEE 
standards for software engineering. Every system or subsys- 
tem has an architecture, as defined by IEEE 610.12-1990. 
Every system with software has a software view of that ar- 
chitecture. This planning group will define terms, principles 
and guidelines for software architecture, not in isolation, but 
integrated with the views of other disciplines. 

Planned Tasks 

1. Define a framework for relating the concept and prin- 
ciples of software architecture to software and systems 
engineering. 

2. Examine selected IEEE software engineering standards 
for: 


